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中文提要 

 

近年來，在電腦與網路的發展下機器人產業逐漸成長。除學術應用外，娛樂

型機器人帶給我們全新的表演方式與娛樂。機器人人偶劇場為其中重要的發展議

題。因機器人人偶劇場除整合機器人基本的語音與動作，更具備傳達人類情感的

能力。本論文基於以上的考量，開發一套機器人劇場編輯平台，目的為使不同年

齡層的使用者，皆能以簡易且快速的方式來操控機器人並設計能讓機器人演出使

用者設計的劇本。本平台開發上加入遊戲設計的概念，使劇本內容的編輯上能具

備有分歧且多元的特性。最後，本平台透過時間軸驅動控制演戲的流程並藉此解

決同步問題，使劇本內容的規劃更具準確性與彈性。從實驗的結果，可看出利用

本平台編輯劇本所具備的簡易性與彈性。本論文之成果將以影片呈現，請至

YouTube 網 站 搜 尋 “ An Editorial Platform for Screenplay of Interactive 

Robotic”。 
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英文提要 

 

In recent years, due to the development of computers and the Internet, the 

robotics industry has steadily grown. Besides academic applications, entertainment 

robots can also be programed to bring us unprecedented performances that many 

people can enjoy. Robotic puppet shows are an important part of the entertainment 

robot field. The robot can integrate the basic ability to speak, make poses and human 

like expressions. Based on the considerations above, this thesis describes an Editorial 

Platform for Screenplay of Interactive Robotic Puppet Shows (EPFS). EPFS lets users 

in different age groups control robots and allows them to write the screenplays for 

drama performances in a simple and fast way. In the platform users have the ability to 

use game design concepts that allow them to make diverse screenplays and a 

multitude of different storylines. Finally, the platform controls and records the 

story-making process by constructing a timeline. In doing so, problems caused by 

robotic expression and interaction can be solved. In addition, the arrangement of 

screenplays will be more flexible and accurate. According to the results of the 

experiment the platform proves to be flexible and easy to use. A video presentation of 

the thesis has been posted on YouTube, please search the title below“An Editorial 

Platform for Screenplay of Interactive Robotic”. 
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摘要 

近年來，在電腦與網路的發展下機器人產業逐漸成長。除學術應用外，娛樂

型機器人帶給我們全新的表演方式與娛樂。機器人人偶劇場為其中重要的發展議

題。因機器人人偶劇場除整合機器人基本的語音與動作，更具備傳達人類情感的

能力。本論文基於以上的考量，開發一套機器人劇場編輯平台，目的為使不同年

齡層的使用者，皆能以簡易且快速的方式來操控機器人並設計能讓機器人演出使

用者設計的劇本。本平台開發上加入遊戲設計的概念，使劇本內容的編輯上能具

備有分歧且多元的特性。最後，本平台透過時間軸驅動控制演戲的流程並藉此解

決同步問題，使劇本內容的規劃更具準確性與彈性。從實驗的結果，可看出利用

本平台編輯劇本所具備的簡易性與彈性。本論文之成果將以影片呈現，請至

YouTube網站搜尋“An Editorial Platform for Screenplay of Interactive Robotic”。 

 

關鍵詞：娛樂型機器人、機器人人偶劇場、時間軸 



vi 

ABSTRACT 

 In recent years, due to the development of computers and the Internet, the robotics 

industry has steadily grown. Besides academic applications, entertainment robots can 

also be programed to bring us unprecedented performances that many people can enjoy. 

Robotic puppet shows are an important part of the entertainment robot field. The robot 

can integrate the basic ability to speak, make poses and human like expressions. Based 

on the considerations above, this thesis describes an Editorial Platform for Screenplay 

of Interactive Robotic Puppet Shows (EPFS). EPFS lets users in different age groups 

control robots and allows them to write the screenplays for drama performances in a 

simple and fast way. In the platform users have the ability to use game design concepts 

that allow them to make diverse screenplays and a multitude of different storylines. 

Finally, the platform controls and records the story-making process by constructing a 

timeline. In doing so, problems caused by robotic expression and interaction can be 

solved. In addition, the arrangement of screenplays will be more flexible and accurate. 

According to the results of the experiment the platform proves to be flexible and easy to 

use. A video presentation of the thesis has been posted on YouTube, please search the 

title below“An Editorial Platform for Screenplay of Interactive Robotic”. 

Keywords：Entertainment robot, Robotic puppet shows, Timeline 
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   I. INTRODUCTION 

1.1  Motivation 

In today’s world Robots are replacing humans in many jobs that are too trivial or 

dangerous for people to do. The introduction of robots into our society has begun to 

make many people’s lives more convenient and safer than ever. The use of robotics 

can be applied to academic and industrial applications as well as many other fields. 

Service and entertainment robots have gradually made their entrance into our daily 

lives. This paper discusses the development an Editorial Platform for Screenplay of 

Interactive Robotic Puppet Shows (EPFS) which applies to multiple-type robots that 

are used in the entertainment field. The graphic and intuitional user interfaces are easy 

enough for a child to operate. This paper discusses a platform that has been developed 

to control multiple-types of robots in a simple way. Because the platform can control 

more than one robot at the same time it is a suitable technology to be used in robotic 

puppet shows which are like real dramas.  

Dramas and games have many similarities; they are both forms of art that can 

also be enjoyed as recreational activities. The biggest difference between drama and 

games is that a drama is passive, and game is interactive. The content of drama is 

directly presented to the audience, in the form of television or movies. In dramas the 

audience only can watch as the story unfolds. In contrast, games allow users to take 
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part in the story, which as a result could make the ending of the story different. In 

short, playing games is just about making continuous choices. For example, in 

Massively Multiplayer Online Role-playing Game (MMORPG) each player’s role is 

the same when they first start playing. As each individual player makes their own 

choices these players cause each character in the story to have a distinctly different 

fate. Choices can be split into two types, meaningless and meaningful. Meaningless 

choices include the ability to change the gender and appearance of a character. These 

details may have little or no effect on the outcome of the story itself. On the other 

hand, meaningful choices have critical effects on the direction of the story. In addition, 

during story development there are scripted events and triggered events [1]. Scripted 

events are previously arranged and they cannot be changed by the choices that 

characters make. For example: weather conditions such as thunder, lightning or rain 

cannot be changed by any individual character. However, triggered events only occur 

if the character satisfies certain requirements, which will affect the next part of the 

story. For example, Mark Zuckerberg, the founder of Facebook, is very talented at 

programming. With an adventurous personality, he posted schoolmate’s photos on a 

website he made without permission. Little did he know that doing this would 

eventually lead him to establish the popular social networking website called 

Facebook. If Mark had been reserved and serious, he would never have posted those 
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photos and Facebook would not have been created. Thus, people make choices 

depending on their personality. Today’s robotic puppet shows usually use event-driven 

story arrangements [2][3] that are too simple to be used in situations where 

sophisticated functions are needed. In this thesis, the time stamps within timelines are 

implemented in order to arrange expressions in motion and speech and the interaction 

between different robotic puppets and music. 

               

1.2  Objective 

The concept of EPFS is to let users in different age groups edit their own 

personal screenplays just by accessing the website. By editing the screenplay users 

can change the robots posture and speech to make their expressions more humanlike. 

The joining of sound effects and music can also make the show more dramatic. After 

finishing a screenplay, the development and ending of a drama are fixed. A new 

feature called “branching” has been added to the platform which allows the user to 

pick different paths as the story progresses. This makes the show more intriguing and 

multi-dimensional.  In addition, problems of robotic expression and interaction are 

solved by using timeline to arrange the process of performance.  
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1.3  Organization of thesis 

 This thesis is divided into five chapters. The first chapter explains the motivation 

and objective of the thesis. This platform not only provides users with powerful and 

easy to use features, it also has joined concepts from gaming with robotic puppet 

shows. The second chapter describes the platform environment, development tools 

and related works. The third chapter is system analysis and design, this chapter also 

defines the motion generation, screenplay editing, script performance and introduction 

to the hardware and software architecture used in the platform. Chapter 4 presents the 

implementation of the platform and compares previous works. Chapter 5 summarizes 

this thesis and makes some recommendations for future work.   
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   II. BACKGROUND 

In this chapter, we introduce the environment of system and tools that could be 

utilized to develop a web based platform. Furthermore, motion capture technology is 

introduced as well as other proposed platforms for the robotic puppet show. 

 

2.1  System Environment and Development Tools 

 

2.1.1  MVC Architecture 

In recent web development, a single web page is usually written with different 

languages such as HTML, CSS, and PHP. Because of this, the source code will be 

difficult to maintain or modify in the future. 

MVC is a design pattern for software engineering as show in Figure 2-1 [4]. It 

divides an application into three parts: Model, View and Controller. MVC was 

designed by Trygve Reenskaug in 1979. The model-view-controller pattern is mainly 

used to simplify code modification, extensibility and reutilization. The model is 

applied to deal with business logic and interface data exchange. Of the three parts 

within the pattern, only the model can access the database directly. The view can 

develop visual outputs for users, which is used for data display, such as a webpage.  
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Table 2-1 The usage rates of different web server applications 

Developer December 

2013 

Percent January 

2014 

Percent Change 

Apache 99,367,323 53.96% 98,129,017 54.50% 0.54 

Microsoft 24,534,598 13.32% 21,548,550 11.97% -1.36 

nginx 20,731,750 11.26% 20,901,626 11.61% 0.35 

Google 15,508,986 8.42% 15,386,518 8.54% 0.12 

 

(3) MySQL 

In order to build dynamic websites and applications, a database is used to store a 

variety of important data. For example, since the user has entered the website, the user 

account, password should be stored in the database. The screenplay details that have 

been changed or modified on the webpage should be saved as well. 

MySQL is a relational database management system that provides a cost efficient 

and highly reliable solution for database construction and management. In addition, 

table 2-2 [6] shows that MySQL has the highest operating system support. It also has 

less data restriction and a GPL (General Public License) that gives the developer more 

freedom to manipulate the software.  
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Table 2-2 Comparison with databases 

Function 

Name 
OS support 

Max DB 

size 
Maintainer 

Latest 

release date 

Software 

license 

MS Access Low 2GB Microsoft 2012-10-02 Proprietary

PostgreSQL Medium Unlimited 

PostgreSQL 

Global 

Development 

Group 

2013-12-05 
PostgreSQL 

Licence 

Oracle Medium Unlimited 
Oracle 

Corporation
2013-06-25 Proprietary

MySQL High Unlimited 
Oracle 

Corporation
2013-07-30 

GPL or 

Proprietary

SQLite High 128 TB 
D. Richard 

Hipp 
2013-09-03 

Public 

domain 

DB2 Medium Unlimited IBM 2013-04-23 Proprietary

 

(4) PHP 

PHP (Hypertext Preprocessor) is an open source, cross-platform scripting 

language that is widely used in web development. The major goal is to allow 

developer to create dynamic webpages quickly. PHP can be run in various operating 

systems, web servers and databases. The PHP interpreter has been installed on the 

web server in order to generate the corresponding web page by using the PHP code 

(even when it is embedded in an HTML document). In addition, PHP provides 

inherent functions used to communicate with the MySQL database which enhances 

them. This combination has become popular for building dynamic websites. 
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2.1.3  The User Interface Framework 

JavaScript is a scripting language that can be divided into two parts: the 

client-side and server-side. For normal usage, JavaScript is usually embedded with an 

HTML document. It is recognized as client scripts that are directly interpreted by the 

web browser rather than sending data back to the web server. It is mainly used for 

user interaction such as event reaction, data validation and HTML elements reading 

and writing.  

JQuery is a JavaScript library that provides a powerful selector for picking all 

DOM elements or the partial parts that are based on designated ID or CSS in order to 

bind various operations together such as event triggers, animations, effects, AJAX, 

and extensibility through plug-ins. In this platform the Kendo UI, a jQuery based 

framework includes many UI widgets and data visuals in order to make the web 

interface more attractive and user-friendly.  

 

2.1.4  Networking between Platform and Robots 

   A wireless network was used to create the connection between the platform 

and the robots because this kind of system gives the robot the largest range of 

maneuverability. Table 2-3 shows the differences among the three existing common 

wireless networks that may be suitable for use in robot control. 
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Table 2-3 Comparison with wireless technologies 

Wireless tech. 

Function 
Wi-Fi Bluetooth ZigBee 

Standard 802.11.b 802.15.1 802.15.4 

Range 100 meters 10-100+ meters 10-100+ meters 

Data Rate 11Mbps 1Mbps 

250kbps(2.4GHz)

40kbps(915MHz)

20kbps(868MHz)

Frequency  2.4 GHz 2.4 GHz 
2.4 GHz 

868/915 MHz 

Battery Life (hours) AC power 1-7 100+ 

Number of Network 

Nodes  
32 8 65535 

Major Advantages  
High speed 

Flexibility 

Low Cost 

Speech function 

Low Cost 

Low Power 

Consumption 

Typical Applications  
Wireless LAN 

connectivity 

Replaces wire  

connectivity 
Remote control 

 

Although the psychical assessment range (100m) for wireless is very close to the 

range available for the different kinds of wireless technologies in the study, Wi-Fi has 

shown to be the fastest of these technologies. Despite the fact that Wi-Fi has the 

highest power consumption of all of the wireless technologies researched in this study,  

Wi-Fi technology has still matured and been widely used as a way for laptops and 

smart devices to access the Internet. The platform that was used during the research 

project was connected to an Android application that puts the performance robots into 

play. Most important of all, Wi-Fi can let our smart devices such as smartphones or 

tablet computers easily communicate with the platform and robots.  
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2.2  Motion Capture 

In the robotic puppet show, the developer looks forward to making the robotic 

motion more vivid and human-like. But editing robotic motion was usually done by 

adjusting the parameters of the robot’s actuators. 

 Using this process is repetitive and inefficient. In [7], the motion sensing 

devices based on optics such as Microsoft Kinect, and Asus Xtion Pro Live. That 

provides users with an accurate, cost-effective and state of the art functions to capture 

human motions. By using sensing devices the motions generated by imitation can be 

used to update the online motion library for the robotic puppet show.  

Table 2-4 Comparison of motion sensing devices 

Devices 

Functions 
Kinect Xtion Pro Live 

Depth Information Yes Yes 

RGB Yes Yes 

Frame Rate 30 frames per second 30 frames per second 

Audio Input A four-microphone array Microphone 

API OpenNI / Microsoft SDK OpenNI 

Tilt Motor Yes No 

Volume Larger Smaller 

Price Low High 

  

Table 2-4 shows that Kinect and Xtion Pro Live are designed to acquire RGB, 

depth and audio streams. Both of them have RGB camera, a pair of infrared devices, 

and microphones. The RGB sensor is used to capture pictures based on the color 
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channel data. The pair of IR devices including the emitter and the depth sensor work 

together to emit infrared light beams and sense the reflected infrared which will be 

translated into depth images by PrimeSense's Light Coding technology. The 

microphone allows users to trace the source of sounds and develop applications for 

voice configuration. Furthermore, Kinect also has an additional tilt motor used for 

vertical adjustment of the lens  

Based on the information collected from the motion sensing devices, the APIs 

provide the developer with related functions such as skeleton and face tracking [8]. 

OpenNI and Kinect for Windows SDK are two of the most used APIs. The major 

difference is that the OpenNI can support Kinect as well as Xtion Live Pro, On the 

contrary, Kinect for Windows SDK can only be applied to Kinect. Table 2-5 shows 

the function comparison between these APIs.  

Table 2-5 Comparison between OpenNI and Kinect for Windows SDK 

API 

Function 
OpenNI Kinect for Windows SDK 1.0

Hand Recognition Yes No 

Joint Position Yes Yes 

Joint Orientation Yes No 

Record/Replay Yes No 

User Event Notification Yes No 

OS Support Windows/Linux/Mac Windows 7 
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2.3  Related Works 

In [2][3], J.J. Siao and M.C. Wu have proposed a web-based platform designed 

to perform the robotic puppet show by using the DARwIn-OP and NAO robots.  

The online website also allows users to edit personal screenplays for 

performance purposes. Each screenplay is composed of lots sequential events, which 

can be updated by adding one designated robot’s default motion or filling in text. 

Moreover, those events can be added, deleted and rearranged. Any two different 

screenplays can be merged in order to generate new one.  

 The authoring tool and platform for robotic puppet shows was developed by 

C.A. Chen [9]. It was built as a cloud service to allow users to compose their own 

unique screenplays through the Internet. While editing the screenplay, users are 

allowed to edit each puppets performance including posture adjustment, line adding 

and emoticon settings within each time stamp. Moreover, the smart phones are 

equipped with the robotic puppets (Bioloid) as controllers. So that the puppets can 

receive the instructions generated by a drama object and implement the corresponding 

functions. There are two different kinds of play modes: single mode and synchronous 

mode. Single mode only allows the director to control one puppet at a time. With the 

use of synchronous mode, multiple puppets can perform at the same time. 
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   III. SYSTEM ANALYSIS AND DESIGN 

In this chapter, the system introduction is illustrated, and then the 5W1H analysis 

method will be applied to distinguish the platform’s capabilities including the 

functional and non-functional requirements. The screenplay performance process 

including the basic motion generation, scene and screenplay editing as well as the 

script performance will be described in the following sections. As a result, the 

hardware and software architectures will be depicted in order to represent how to 

work with the platform. 

 

3.1  System Introduction 

In general, a controller is designed to control a single type of robot. Therefore, 

controlling different types of robots at the same time would be a complicated and 

high-cost task. This thesis develops a system to solve the previously mentioned 

problem and prove it by using a robotic puppet show. The core design concept is to 

allow users of different ages to easily edit their own screenplays and to make different 

kinds of performance robots act in the edited screenplays. 

According to the survey by the Institute for Information Industry in Figure 3-1 

[10], the domestic population of Internet users has reached 11 million and seventy 

thousand in the fourth quarter of 2012. Web service has become an essential part of 
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3.2  System Analysis  

3.2.1  5W1H Method  

The following content use 5W1H analysis to analyze the platform, and the 

summary of 5W1H was shown in Table 3-1.  

The first W is why—Why design the platform? Since different robots have a 

variety of control ways, the platform is designed to provide even basic user has the 

ability to control robotic puppets in a fast and simple way. The second reason is for 

education. The graphical user interface (GUI) of platform can make user easily use 

even the children [11]. As a teacher, who can edit and play a story for lesson. In the 

other hand, children can learn to how to be a good story-teller or just use different 

color cards to make an interaction with robots. In addition, robotic puppet show also 

brings people the brand new entertainment. 

The second W is what—What functions of the platform are designed for user? 

The platform is mainly designed to make user have the ability to edit and play the 

screenplay for robotic puppet show in a fast and simple way via GUI. Secondly, the 

platform allow user to control any kinds of performance robot. The timeline is be used 

within each scene in order to solve the problem of synchronization, which allow user 

to precisely arrange the performance elements including motion, speech, and sound. 

Unlike normal drama which has the sequential way to perform, dynamic interaction 
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make the story diversify according to the result of color detection. Finally, the 

platform uses Kinect to capture human motion in order to update the motion library of 

performance robot. 

The third W is where—Where can the platform be use? For considering the 

performance requirement, the platform is designed with portability. With Internet 

access, the robot puppets show can perform in any place in order to let more people 

enjoy it. 

The forth W is when—When can the platform be use? Any time if user want to 

perform the show, all he/she needs to do is to make sure the web device have the 

ability to access Internet, and the performance robots have get ready. 

The fifth W is who—Who is to use the platform? People in different age can 

easily get familiar to operate the platform. Even the children who doesn’t have a fully 

ability to completely edit the whole screenplay, they still have fun with robots in 

interaction feature.  

The last H represents how—How to use the platform ? User needs use any 

device with browser to access the Internet for requesting the detail of screenplay. The 

web device and performance robots need to be connected in a LAN in order to 

communicate with each other by WI-FI technology.  
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Table 3-1 5W1H analysis 

Why design the platform? 
1. Control different type robots in a simple way. 

2. Education application and brand new entertainment. 

What functions of the platform 

are designed for user? 

3. Edit a screenplay for robotic puppet show. 

4. Control any types of performance robots. 

5. Dynamic interaction 

6. Add new robot motion for drama via Kinect. 

Where can the platform be 

use? 
Anywhere if the user has the web device with Internet. 

When can the platform be use? Any time if the user has the web device with Internet. 

Who is to use the platform? For all ages, especial for children. 

How to use the platform? 
1. Any device that has the ability to access Internet via bowser. 

2. Through WI-FI technology. 
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3.2.2  Functional Requirements 

(1) Create a new screenplay. 

(2) Remand the annotations of existing screenplay. 

(3) Delete an existing screenplay. 

(4) Specify a screenplay to edit. 

(5) Create a new scene in a screenplay. 

(6) Delete an existing scene. 

(7) Make a link between different scenes.  

(8) Edit a scene’s content. 

(9) Delete a link between different scenes. 

(10) Update the motion library by Kinect. 

(11) Add a new type robot. 

(12) Perform a show. 

  



23 

3.2.3  Non-functional Requirements 

(1) The Graphic User Interface make the platform be easily realized and used.  

(2) Dragging and clicking the elements of website allow user to finish the 

complicated and redundant task in an intuitive and efficient way.    

(3) Join the audio element such as sound effect and background music to 

enhance the dramatic tension.  

 

3.2.4  Use Cases 

Table 3-2 Use case of create a new screenplay 

Title Create a new screenplay. 

Description Create a new screenplay with annotations.  

Actors Directors. 

Pre-condition Review the screenplay list page. 

Post-condition The new screenplay box appears in the display list. 

Scenario 1. Log in the website. 

2. Create a new screenplay. 

3. Finish the annotations of screenplay including a unique name, 

cover, description, and each kinds of robot number. 

4. The box of the new screenplay shows in the display list. 

 

Table 3-3 Use case of delete an existing screenplay 

Title Delete an existing screenplay. 

Description Delete an existing screenplay that is selected. 

Actors Directors. 

Pre-condition Select the screenplay box which is displayed in the list. 

Post-condition The screenplay box disappears in the display list.  

Scenario 1. Log in the website. 

2. Select the screenplay box in the display list. 
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3. Delete it in the display list. 

4. The deleted screenplay box vanishes in the display list. 

 

Table 3-4 Use case of remand the annotations of existing screenplay 

Title Remand the annotations of existing screenplay. 

Description Select an existing screenplay to remand its annotations. 

Actors Directors. 

Pre-condition Select the screenplay box which is displayed in the list. 

Post-condition The annotations of screenplay have been updated. 

Scenario 1. Log in the website. 

2. Select the screenplay box in the display list. 

3. Remand the screenplay annotations including the name, cover, 

or description. 

4. The content of annotations belonging to the screenplay has 

been updated. 

 

Table 3-5 Use case of specify a screenplay to edit 

Title Specify a screenplay to edit. 

Description Select a screenplay to edit its scenes. 

Actors Directors. 

Pre-condition Select the screenplay box which is displayed in the list. 

Post-condition Enter the screenplay editing interface. 

Scenario 1. Log in the website. 

2. Select the screenplay box in the display list. 

3. Enter the screenplay editing interface. 

 

Table 3-6 Use case of create a new scene 

Title Create a new scene. 

Description Create a new scene with annotations in a screenplay.  

Actors Directors. 

Pre-condition The screenplay has been specified. 

Post-condition The new scene box appears within the interface. 
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Scenario 1. Log in the website. 

2. Select the screenplay box in the list. 

3. Enter the screenplay editing interface. 

4. Create a scene with its annotations including a name, last time 

(second), description, and driver type. 

5. The box of the new scene shows in the interface. 

 

Table 3-7 Use case of delete an existing scene 

Title Delete an existing scene. 

Description Delete an existing scene that is selected. 

Actors Directors. 

Pre-condition Select the scene box which is displayed in the interface. 

Post-condition The scene box disappears in the display list. 

Scenario 1. Log in the website. 

2. Select the screenplay box in the list. 

1. Enter the screenplay editing interface. 

2. Delete the scene as well as all of arrows with it. 

3. The deleted scene box vanishes in the interface. 

 

Table 3-8 Use case of make a link between different scenes 

Title Make a link between different scenes. 

Description Determine the perform sequence and branching. 

Actors Directors. 

Pre-condition Pick two different scene boxes which are displayed in the 

interface. 

Post-condition The arrow of the two scenes appears. 

Scenario 1. Log in the website. 

2. Select the screenplay box in the list. 

3. Enter the screenplay editing interface. 

4. Use link tool to connect two different scenes. 

5. The link between the two scenes has been established. 
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Table 3-9 Use case of delete a link between different scenes 

Title Delete a link between different scenes. 

Description Cancel the perform sequence and branching. 

Actors Directors. 

Pre-condition Pick two different scene boxes which are linked in the interface. 

Post-condition The arrow of the two scenes vanishes. 

Scenario 1. Log in the website. 

2. Select the screenplay box in the list. 

3. Enter the screenplay editing interface. 

4. Double click the arrow to delete it. 

5. The link between the two scenes has been canceled.  

 

Table 3-10 Use case of specify a scene to edit 

Title Specify a scene to edit. 

Description Select a scene to edit its story. 

Actors Directors. 

Pre-condition Select the scene box which is displayed within the screenplay. 

Post-condition Enter the scene editing interface. 

Scenario 1. Log in the website. 

2. Select the screenplay box in the display list. 

3. Enter the scene editing interface. 

 

Table 3-11 Use case of arrange the motion a robotic puppet 

Title Arrange the motion of a robotic puppet. 

Description Add/delete the robot motion on the timeline within a scene. 

Actors Directors. 

Pre-condition The scene has been specified. 

Post-condition Motion box appears/disappears on the timeline. 

Scenario 1. Log in the website. 

2. Select the screenplay box in the display list. 

3. Enter the scene editing interface. 

4. Pick up the motion file and drag it into a track when adding. 

5. Double clicking the motion box in a track to delete it.  
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6. Motion box appears/disappears with its name on the timeline 

that represents the starting and ending time. 

 

Table 3-12 Use case of arrange the line of a robotic puppet 

Title Arrange the line of a robotic puppet. 

Description Add/delete the robot line on the timeline within a scene. 

Actors Directors. 

Pre-condition The scene has been specified. 

Post-condition Line box appears/disappears on the timeline. 

Scenario 1. Log in the website. 

2. Select the screenplay box in the display list. 

3. Enter the scene editing interface. 

4. Click a track to fill in the line. 

5. Clear the content of line in the track in order to delete it.  

6. Line box appears/disappears with its content on the timeline 

that represents the starting time. 

 

Table 3-13 Use case of arrange the sound effect 

Title Arrange the sound effect. 

Description Add/delete the sound effect on the timeline within a scene. 

Actors Directors. 

Pre-condition The scene has been specified. 

Post-condition Sound box appears/disappears on the timeline. 

Scenario 1. Log in the website. 

2. Select the screenplay box in the display list. 

3. Enter the scene editing interface. 

4. Pick up the sound file and drag it into a track when adding. 

5. Double clicking the sound box in a track to delete it.  

6. Sound box appears/disappears with its name on the timeline 

that represents the starting and ending time. 
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Table 3-14 Use case of arrange the background music 

Title Arrange the background music. 

Description Add/delete the background music on the timeline within a scene. 

Actors Directors. 

Pre-condition The scene has been specified. 

Post-condition Music box appears/disappears on the timeline. 

Scenario 1. Log in the website. 

2. Select the screenplay box in the display list. 

3. Enter the scene editing interface. 

4. Pick up the music file and drag it into a track when adding. 

5. Double clicking the music box in a track to delete it.  

6. Music box appears/disappears with its name on the timeline 

that represents the starting and ending time. 

 

Table 3-15 Use case of expand the motion library 

Title Expand the motion library. 

Description Update the imitation file generated by Kinect to expand the motion 

library. 

Actors Directors. 

Pre-condition Use Kinect to capture user’s motion and record it to a file. 

Post-condition The motion library expands a new motion file. 

Scenario 1. Log in the website. 

2. Select the imitation file generated by Kinect and upload it to 

sever. 

3. The new motion appears in the library. 

 

Table 3-16 Use case of add new robot to existing system 

Title Add new robot to existing system. 

Description Control not only default robot but also any kinds.  

Actors Directors. 

Pre-condition The new robot can acts as the format of motions and lines via 

TCP/IP socket. 

Post-condition The new robot performs with other default robots in show. 
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Scenario 1. Log in the website. 

2. Add a new robot motion setting including a name, cover, 

description, command format, last time. 

3. The motion file that belongs to the new robot appears in the 

motion library.  

4. Drag the motion file into a track in order to act. 

 

Table 3-17 Use case of perform the robotic puppet show 

Title Perform the robotic puppet show. 

Description As the screenplay detail, all of the robotic puppets, sound effect, 

and background music play synchronously. 

Actors Directors and robotic puppets. 

Pre-condition Desktop: 

1. The device has the ability to access the website by using a web 

browser. 

2. Install the lite-server (Node.js). 

3. The device and robotic puppets need to be in LAN. 

Mobile: 

1. Download the Android application and install. 

2. The mobile device and robotic puppets need to be in LAN. 

Post-condition All of the robotic puppets, sound effect, and background music 

start playing as the screenplay. 

Scenario 1. Log in the website. 

2. Select the name of a screenplay. 

3. Set up the each puppet’s IP address and port number. 

4. Click the “start” button to perform the show. 

 

Table 3-18 Use case of pick different paths as the story progresses 

Title Pick different paths as the story progresses. 

Description 1. When the story has branching, the Node.js will send a 

command to one of the DARwIn-OP in order to detect the 

color presented by the user  

2. The Node.js selects a child node in the scene tree to perform. 

Actors Directors and robotic puppets. 
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Kinect provides a parameter comprised of a joint orientation that is composed by 

using a 3 x 3 orthogonal unit matrix. X / Y / Z are the three orientations that represent 

the posture of the current joint. In OpenNI, the definition of orientation is as follows, 

“A joint orientation is described by its actual rotation and the confidence we have in 

that rotation” . 

 The first column is the X orientation, where the value increases from left to right. 

 The second column is the Y orientation, where the value increases from bottom 

to top. 

 The third column is the Z orientation, where the value increases from near to far. 

Inverse kinematics refers to the use of a robots kinematics equations to determine 

the joint parameters that provide the desired position of the end-effector. The joint 

orientation represents current posture. Solving the inverse kinematics can determine 

the current joints change in angle. First, the relationship between the coordinate 

system of each joint must be defined. Kinect's infrared lens is the origin of the 

coordinates. The unit used for three-dimensional space in a right-handed coordinate 

system is millimeters.   
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൦Cθz2ܵθz2 −Sθz2Cθz2 0	 00	 00 0 1 	00 0 	0	 1൪ ൦
θy20ܥ 01 ܵθy2 00 0−ܵθy2 0 Cθy2 00 0 				0		 1 ൪ ൦

10 θx2ܥ0 0 0−ܵθx2 00 ܵθx2 			Cθx2 00 0 				0		 	1 ൪	቎1 0 0 ܺ2 − ܺ10 1 0 ܻ2 − ܻ10 00 0 10 01 ቏			 
ሼ2ሽ → ሼ3ሽ = Tଷଶ  = Rot(Z,θz3)	‧Rot(Y,θy3)	‧Rot(X,θx3)	‧Trans(x3-x2,0,0)=       

൦Cθz3ܵθz3 −Sθz3Cθz3 0	 00	 00 0 1 	00 0 	0	 1൪ ൦
θy30ܥ 01 ܵθy3 00 0−ܵθy3 0 Cθy3 00 0 				0		 1 ൪ ൦

10 θx3ܥ0 0 0−ܵθx3 00 ܵθx3 			Cθx3 00 0 				0		 	1 ൪	቎1 0 0 ܺ3 − ܺ20 1 0 00 00 0 10 01 ቏			 
ሼ3ሽ → ሼ4ሽ = Tସଷ  = Rot(Z,θz4)	‧Rot(Y,θy4)	‧Rot(X,θx4)	‧Trans(x4-x3,0,0)=       

൦Cθz4ܵθz4 −Sθz4Cθz4 0	 00	 00 0 1 	00 0 	0	 1൪ ൦
θy40ܥ 01 ܵθy4 00 0−ܵθy4 0 Cθy4 00 0 				0		 1 ൪ ൦

10 θx4ܥ0 0 0−ܵθx4 00 ܵθx4 			Cθx4 00 0 				0		 	1 ൪	቎1 0 0 ܺ4 − ܺ30 1 0 00 00 0 10 01 ቏			 
ሼ1ሽ → ሼ5ሽ = Tହଵ  = Rot(Z,θz5)	‧Rot(Y,θy5)	‧Rot(X,θx5)	‧Trans(0, y5-y1,0)=       

൦Cθz5ܵθz5 −Sθz5Cθz5 0	 00	 00 0 1 	00 0 	0	 1൪ ൦
θy50ܥ 01 ܵθy5 00 0−ܵθy5 0 Cθy5 00 0 				0		 1 ൪ ൦

10 θx5ܥ0 0 0−ܵθx5 00 ܵθx5 			Cθx5 00 0 				0		 	1 ൪	൦1 0 0 00 1 0 y5 − y10 00 0 10 01 ൪			 
ሼ1ሽ → ሼ6ሽ = T଺ଵ  = Rot(Z,θz6)	‧Rot(Y,θy6)	‧Rot(X,θx6)	‧Trans(x6-x1, y6-y1,0)=       

൦Cθz6ܵθz6 −Sθz6Cθz6 0	 00	 00 0 1 	00 0 	0	 1൪ ൦
θy60ܥ 01 ܵθy6 00 0−ܵθy6 0 Cθy6 00 0 				0		 1 ൪ ൦

10 θx6ܥ0 0 0−ܵθx6 00 ܵθx6 			Cθx6 00 0 				0		 	1 ൪	൦1 0 0 x6 − x10 1 0 y6 − y10 00 0 10 01 ൪			 
ሼ6ሽ → ሼ7ሽ = T଻଺  = Rot(Z,θz7)	‧Rot(Y,θy7)	‧Rot(X,θx7)	‧Trans(x7-x6,0,0)=       

൦Cθz7ܵθz7 −Sθz7Cθz7 0	 00	 00 0 1 	00 0 	0	 1൪ ൦
θy70ܥ 01 ܵθy7 00 0−ܵθy7 0 Cθy7 00 0 				0		 1 ൪ ൦

10 θx7ܥ0 0 0−ܵθx7 00 ܵθx7 			Cθx7 00 0 				0		 	1 ൪	቎1 0 0 x8 − x70 1 0 00 00 0 10 01 ቏			 
ሼ7ሽ → ሼ8ሽ = T଻଼  = Rot(Z,θz8)	‧Rot(Y,θy8)	‧Rot(X,θx8)	‧Trans(x8-x7, 0,0)=       

൦Cθz8ܵθz8 −Sθz8Cθz8 0	 00	 00 0 1 	00 0 	0	 1൪ ൦
θy80ܥ 01 ܵθy8 00 0−ܵθy8 0 Cθy8 00 0 				0		 1 ൪ ൦

10 θx8ܥ0 0 0−ܵθx8 00 ܵθx8 			Cθx8 00 0 				0		 	1 ൪	቎1 0 0 x8 − x70 1 0 00 00 0 10 01 ቏			 
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The actual rotation angles of joints when solving for the {i} coordinate and the 

inverse-matrix of {i-1} coordinate which are relative to the {0} coordinate system. To 

solve the RPY, Rot -1(Z, θz) must be multiplied in both sides of the equation.  

Rot -1(Z, θz)‧TOH = Rot(Y, θy)‧Rot(X, θx) 

൦ θz−ܵθzܥ ܵθzܥθz 0 00 00 0 1 00 0 0 1൪ . ൦
ݕ݊ݔ݊ ݕ݋ݔ݋ ݔܽ ݕ0ܽ ݖ0݊ ݖ݋ ݖܽ 00 	0 		0	 1൪=൦

θy0ܥ 01 ܵθy 00 0−ܵθy 0 Cθy 00 0 				0		 1൪ ൦
10 θxܥ0 0 0−ܵθx 00 ܵθx 			Cθx 00 0 				0		 	1൪ 

Simplify the left and right matrix 

൦݊ܥݔ ∗ θz + ny ∗ Sθz݊ݕ ∗ θzܥ − nx ∗ Sθz θzܥ ∗ ox + Sθz ∗ oy−ܵθz ∗ ox + Cθz ∗ oy θzܥ ∗ ax + Sθz ∗ ay 0−ܵθz ∗ ax + Cθz ∗ ay ݖ0݊ ݖ݋− ݖܽ−																 																			0			0	 0 																		0 																				1 ൪= 

൦ θy0ܥ ܵθy ∗ Sθxܥθx ܵθy ∗ Cθx 0−ܵθx 0−ܵθy θyܥ ∗ Sθx θyܥ ∗ Cθx 00	 0 								0 									1൪ 
And the result is as follows 

ny*Cθz – nx*Sθz = 0       θz = ATAN2(ny/nx) 

൜ܥθy = nx ∗ Cθz + ny ∗ Sθz−ܵθy = nz       θy = ATAN2(-nz/(nxCθz+nySθz)) 

൜ θxܥ = −Sθz ∗ ox + Cθz ∗ oy−ܵθx = 	−Sθz ∗ ax + Cθz ∗ ay   θx = ATAN2((ax*Sθz-ay*Cθz)/(oy*Cθz-ox*Sθz)) 

 

According to the formula above, actual rotation angles can be calculated for each 

actuator. There are twenty MX-28 actuators in DARwIn-OP that give the robot the 
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ability to move it joints. In order to calculate how to reach desired position, the 

change in angles must be translated into units. In addition, there are 4096 units within 

every 360 degree rotation, each unit represents 0.088 (360/4096) degrees. 

When the movements are been recorded they need to be automatically saved in 

the system for the future use. There are large quantities of data saved due to the fast 

speed of data generation during the movement capture process. Because of this, 

key-poses [7] are separated from the redundant postures that take up resources. The 

key-pose selection process is described below: 

Step1: The rotation of the joints is determined by using Inverse Kinematic  

Step2: If the change in angles exceeds the threshold, then the state is recorded as an 

action if it does not then the state is considered to be static.   

Step3: If the current state differ from the state follows it then the key_pose_bit will be 

equal to 1, otherwise it will be equal to 0.  

Step4: If the key_pose_bit is equal to 0, then the previous pose will be checked to see 

whether the direction of movement has changed. If it has, the key_pose_bit 

will be equal to 1, otherwise it will remain equal to 0. 

Step5: Saving the current data into the old data buffer. 

The flow chart of steps above can be drawn in Figure 3-11. 
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Figure 3-11 Key-pose selection flow chart  

 

When a new pose is captured the time will be recorded and the difference in time 

between the two key-poses will be calculated in order to obtain the execution time. 

The execution time will be stored in the time_buffer and used to calculate the speed of 

the actuator. The presence or absence of continuous motion between the current and 

next key-pose will be judged by the continuous_bit.  

The continuous_bit is designed to determine whether an actuator is in continuous 

motion or not. If the key-pose is in continuous motion then the continuous_bit will 

recognize it as a one, this means that while the actuator is moving to the continuous 

key-pose the following pose will already begin to load. With the assistance of 

continuous_bit the representation of the key-poses will be smoother. 
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(1) Expression in Motion and Speech 

In robotic puppet shows, the motion and speech ability are needed to express the 

actors emotions. Therefore, the fact that the motion and speech of each robot starts at 

the same time or overlaps in order to fit the director’s requirements has played an 

essential part in the scene editing process. 

(2) Interaction between Robots and Music 

Like real dramas, robotic puppet shows have a cast of actors that perform on 

stage. The task of arranging and recording the interaction between puppets requires 

sophisticated controls. In addition, EPFS has joined sound effects and background 

music to increase dramatic tension.  

In order to solve the expression and interaction above, the timeline (which is 

based on seconds) is built within each scene as shown in Figure 3-14. Each puppet, 

music, and sound effect has its own track within the timeline that can record 

performance details such as motion, speech, sound effects and background music. The 

robotic puppet track has two sub tracks used to individually record the content of 

motion and speech. GUI makes the color boxes that represent the different 

performance details. 
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3.7  Software Architecture 

3.7.1  DARwIn-OP API 

DARwIn-OP is initially installed with the Linux-like operating system named 

Ubuntu, which is a stable, easy to maintain, open-source software. The functions of 

the DARwIn-OP robot can be divided into two modes, multi-threading and 

single-threading. The muliti-threading mode includes motion, walking, Kinect-based 

representation and speech functions. On the other hand, color detection is developed 

in single-threading. POSIX（Portable Operating System Interface for UNIX）defines a 

standard threading library named Pthread which can be used for solving the lip 

synchronization problem. In multi-threading mode, the Pthread library allows for four 

functions to be run simultaneously. There are six steps to operating a thread, as 

depicted in Figure 3-36. Step1 is to declare the ID and attribute of the thread, then its 

attribute will be set to default values in step2. Most importantly, the attribute of thread 

must be reset by calling the function named pthread_attr_setdetachstate(). There are 

two parameters, the attribute address and attribute value, both of them can be put into 

the function. The value of the attribute can be divided into two parts ：

PTHREAD_CREATE_JOINABLE and PTHREAD_CREATE_DETACHED.  

PTHREAD _CREATE_JOINABLE represents the thread and is created in a 

joinable state, which keeps its resource until other threads have been destroyed. On 
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(1) Basic Function 

The basic function within DARwIn-OP can be divided into three parts: motion, 

walking and speech functions. Once DARwIn-OP has received the type I packet, a 

portion of the motion page or line will be extracted based on the identifier and 

executed using its related functions. For example, if the packet is written as “A001”, it 

means that the robotic puppet is requested to run the motion function in accordance 

with the motion page (001) introduced in 3.3.1. 

If the page number does not belong to the motion page, it will be translated into 

the units used to set the step values in the x axis for walking function use. In addition, 

the step values in the x axis can be manipulated in order to adjust the walking style of 

the robot. The range of the step values can be set from zero to thirty units. When the 

value is equal to zero, this represents that the robot will march in place. On the other 

hand, the greater value is, the longer the length of each step will be. If the step value 

is greater than forty units, the DARwIn-OP will begin to walk unstably. ISAP has 

provided the user with four walking fashions: marching in place (zero units), small 

steps (10 units), big steps (20 units) and strides (thirty units). Furthermore, the 

“Chello” packet tells DARwIn-OP to run the speech function in order to say the line 

hello. 
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web application into the native application that can be run on Android, iOS or 

Blueberry OS. 
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  IV. IMPLEMENTATION 

  This chapter describes the implementation of the platform. In addition the 

interface and the functions that belong to ISAP and MI are presented. Finally, the 

improvements made in EPFS are compared to the previously proposed platforms that 

were mentioned in the Related Works section.   

 

4.1  Development Tools 

(1) Sublime Text 2 

Sublime Text 2 is a cross-platform text editor for coding based on Python. It’s 

available for Linux, Windows and OS X. Sublime Text 2 supports 27 programming 

languages it also contains a mini map in interface and many theme options. Moreover, 

the main features, expandability and customization of Sublime Text allow users to 

have the ability to install a variety of plugins when they need to make Sublime Text 

more powerful. The plugins include programming language, theme, syntax highlight, 

etc. Therefore, Sublime Text is chosen as the main development tool for programming 

JavaScript, CSS, HTML and PHP languages. Below are the three steps to install 

plugins into Sublime Text. 

 Step 1：The manager of Sublime Text2 (packet control), should be installed 

during the first usage. The process of copying the Python code is shown in 
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(2) Robotic Expression and Interaction Solution 

The concept of using timelines within each scene to robotic expression and 

interaction between robots, sound effects and background music in EPFS is similar to 

how it is done by [9]. EPFS has developed visual timeline tracks within each scene 

which allows users to edit the details of screenplays in a more accurate and simple 

way.  

(3) Effective Atmosphere 

In stage, the entertainment elements such as lights, music and special effects are 

essential parts of achieving a successful performance. In order to make robotic 

puppets more vivid, facial icons have been presented on the panel of the smartphone 

to express actor’s emotions [9]. EPFS utilizes sound effects and background music to 

enhance the robotic puppets performance for the viewer’s pleasure. 

(4) Dynamic Screenplays 

In the proposed platforms [9][2][3], the robotic puppet show can only be 

performed according to the sequential arrangement within a screenplay, no matter 

whether the platform is event-driven or timeline based. In EPFS, the dynamic 

screenplay divides the story into lots of scenes, each with a flexible timeline. The 

order of those scenes can be easily arranged as the director desires by using GUI. Any 

scene node having more than two children will create branching, which means that 
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users have been given the opportunity to influence the development of the story. By 

doing so, even if the screenplay is performed many times, the plot could still be 

diverse. 

(5) Motion Library Extension 

While editing a screenplay, the authoring tool allows users to adjust the posture 

of robot by setting the parameters of the actuators [9]. On the other hand, the platform 

[2] only provides users with default postures and motions to use. Compared to these 

two proposal solutions, EPFS provide users with a more intuitive and simple way to 

add new motions based on Kinect into the platform. In addition, different Kinect 

based files can be shared between users. Hence, a variety of motions will make the 

robotic puppets more vivid and pleasing to the audience.  

(6) Mobile Application 

Smart devices that run on Android applications are applied to the robotic puppet 

show in the proposed platform [9], and EPFS. Both of the devices are responsible for 

sending instructions to puppets via wireless technology such as Wi-Fi or Bluetooth. 

The major difference is that the devices within the former platform [9] are used to 

receive instructions that are extracted from the screenplay. It also allows robots to 

implement motion, speech and facial expression functions. Thankfully, popular 

performance robots have built-in controllers which have turned smart devices into 
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screenplay interpreters and plot controllers in EPFS. Moreover, the device (tablet 

computer) also has the ability to synchronously play sound effects and background 

music. Therefore, As long as the Android devices and the robotic actors are connected 

to Wi-Fi, robotic puppet shows can be performed anytime. Table 4-1 shows the 

comparison between previous work and EPFS. 

Table 4-1 Comparison between proposed platforms I, II and EPFS 

Platform 

Function 
proposed platform I proposed platform II EPFS 

Type of Robots Bioloid 
DARwIn-OP  

NAO 
Any kind 

Vocal Expression Yes Yes Yes 

Web-based Authoring Yes Yes Yes 

Driven Type Timeline Event Timeline 

Expression in Motion 

and Speech. 
Yes Yes Yes 

Interaction between 

Robots, Sound Effects 

and Background Music 

Yes No Yes 

Effective Atmosphere Facial Expression No 
Sound effects 

Background Music 

Dynamic Interaction No No Yes 

Motion Extension Only Posture No Yes 
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   V. CONCLUSION AND FUTURE WORK 

5.1  Conclusion 

This thesis provide user with a GUI to edit personal screenplays rather than a 

redundant and complicated way to control the robotic puppets. The screenplays 

created by the director can be performed with not only robotic puppets but also 

entertainment elements such as sound effects and background music. The addition of 

new robot types and the extension of motion library features make this platform more 

flexible and functional. The audience can interact with robotic puppets by using 

dynamic screenplays which gives users the opportunity to not only be a viewer but 

also to participate in the shows. For example, even young users who may not have the 

ability to edit the details of screenplays; still can make interactions with robotic 

puppets while branching. Thanks to the web based architecture, EPFS can be accessed 

by any devices with a web browser or smart devices connected to Wi-Fi for breaking 

the physical restrictions. As a result, the robotic puppet show can be presented any 

place any time and will surely entertain any audience.  
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5.2  Future Work 

In spite of the fact that EPFS has many useful functions, there are still some parts 

that can be improved or modified in the future. Three possible changes are described 

below. 

(1) Diverse Ways for Users to Interact with Robots 

In EPFS, the decisions for branching are made based on the result of color 

detection by DARwIn-OP. Presenting different colors in front of DARwIn-OP’s 

camera is direct and simple but it still causes some inconveniences because the user 

still needs to prepare additional color cards or operate the panels on the smart devices 

to display the colors. Therefore, in order to make the interaction more convenient, the 

color detection may be substituted for face or voice recognition. By doing so, more 

interesting and significant scenario could be created when the audience interacts with 

robotic puppets. 

(2) More Performance Element 

Sound effects and background music have been played in the show performance 

in order to enhance dramatic tension. In the real world, a huge screen is commonly 

used in concerts to project real-time videos and create an effective atmosphere.  

Thus, the video can also be applied to the robotic puppet show to make the 

performance more attractive and complete. The additional timeline track can be added 
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within a scene to record the video arrangement, and the designated videos will be 

synchronized with the robotic puppets, sound effects and music. Next, the video will 

be played with a monitor or on the panel of smart device behind the robotic puppets. 

(3) Key-pose Reduction 

The Kinect-based motion files can be uploaded to EPFS in order to extend the 

robot motion library. But there are still a portion of redundant postures that are 

regarded as key-poses and recorded in the files. If the problem above could be solved, 

then the size of motion files will become smaller, due to the fact that the redundant 

postures will be filtered out. By doing so, the system resource and storage space can 

be saved. 
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