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B REL

In recent years, due to the development of computers and the Internet, the
robotics industry has steadily grown. Besides academic applications, entertainment
robots can also be programed to bring us unprecedented performances that many
people can enjoy. Robotic puppet shows are an important part of the entertainment
robot field. The robot can integrate the basic ability to speak, make poses and human
like expressions. Based on the considerations above, this thesis describes an Editorial
Platform for Screenplay of Interactive Robotic Puppet Shows (EPFS). EPFS lets users
in different age groups control robots and allows them to write the screenplays for
drama performances in a smple and fast way. In the platform users have the ability to
use game design concepts that allow them to make diverse screenplays and a
multitude of different storylines. Finally, the platform controls and records the
story-making process by constructing a timeline. In doing so, problems caused by
robotic expression and interaction can be solved. In addition, the arrangement of
screenplays will be more flexible and accurate. According to the results of the
experiment the platform proves to be flexible and easy to use. A video presentation of
the thesis has been posted on YouTube, please search the title below “An Editoria
Patform for Screenplay of Interactive Robotic”.
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ABSTRACT

In recent years, due to the development of computers and the Internet, the robotics

industry has steadily grown. Besides academic applications, entertainment robots can

also be programed to bring us unprecedented performances that many people can enjoy.

Robotic puppet shows are an important part of the entertainment robot field. The robot

can integrate the basic ability to speak, make poses and human like expressions. Based

on the considerations above, this thesis describes an Editorial Platform for Screenplay

of Interactive Robotic Puppet Shows (EPFS). EPFS lets users in different age groups

control robots and allows them to write the screenplays for drama performances in a

simple and fast way. In the platform users have the ability to use game design concepts

that allow them to make diverse screenplays and a multitude of different storylines.

Finally, the platform controls and records the story-making process by constructing a

timeline. In doing so, problems caused by robotic expression and interaction can be

solved. In addition, the arrangement of screenplays will be more flexible and accurate.

According to the results of the experiment the platform proves to be flexible and easy to

use. A video presentation of the thesis has been posted on YouTube, please search the

title below" An Editorial Platform for Screenplay of Interactive Robotic”.

Keywords . Entertainment robot, Robotic puppet shows, Timeline
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|. INTRODUCTION

1.1 Motivation

In today’s world Robots are replacing humans in many jobs that are too trivial or

dangerous for people to do. The introduction of robots into our society has begun to

make many peopl€e’s lives more convenient and safer than ever. The use of robotics

can be applied to academic and industrial applications as well as many other fields.

Service and entertainment robots have gradually made their entrance into our daily

lives. This paper discusses the development an Editorial Platform for Screenplay of

Interactive Robotic Puppet Shows (EPFS) which applies to multiple-type robots that

are used in the entertainment field. The graphic and intuitional user interfaces are easy

enough for a child to operate. This paper discusses a platform that has been devel oped

to control multiple-types of robots in a simple way. Because the platform can control

more than one robot at the same time it is a suitable technology to be used in robotic

puppet shows which are like real dramas.

Dramas and games have many similarities; they are both forms of art that can

also be enjoyed as recreational activities. The biggest difference between drama and

games is that a drama is passive, and game is interactive. The content of drama is

directly presented to the audience, in the form of television or movies. In dramas the

audience only can watch as the story unfolds. In contrast, games allow users to take

1



part in the story, which as a result could make the ending of the story different. In

short, playing games is just about making continuous choices. For example, in

Massively Multiplayer Online Role-playing Game (MMORPG) each player’s role is

the same when they first start playing. As each individual player makes their own

choices these players cause each character in the story to have a distinctly different

fate. Choices can be split into two types, meaningless and meaningful. Meaningless

choices include the ability to change the gender and appearance of a character. These

details may have little or no effect on the outcome of the story itself. On the other

hand, meaningful choices have critical effects on the direction of the story. In addition,

during story development there are scripted events and triggered events [1]. Scripted

events are previoudy arranged and they cannot be changed by the choices that

characters make. For example: weather conditions such as thunder, lightning or rain

cannot be changed by any individual character. However, triggered events only occur

if the character satisfies certain requirements, which will affect the next part of the

story. For example, Mark Zuckerberg, the founder of Facebook, is very talented at

programming. With an adventurous personality, he posted schoolmate’s photos on a

website he made without permission. Little did he know that doing this would

eventually lead him to establish the popular social networking website called

Facebook. If Mark had been reserved and serious, he would never have posted those



photos and Facebook would not have been created. Thus, people make choices
depending on their personality. Today’s robotic puppet shows usually use event-driven
story arrangements [2][3] that are too simple to be used in situations where
sophisticated functions are needed. In this thesis, the time stamps within timelines are
implemented in order to arrange expressions in motion and speech and the interaction

between different robotic puppets and music.

1.2 Objective

The concept of EPFS is to let users in different age groups edit their own
personal screenplays just by accessing the website. By editing the screenplay users
can change the robots posture and speech to make their expressions more humanlike.
The joining of sound effects and music can also make the show more dramatic. After
finishing a screenplay, the development and ending of a drama are fixed. A new
feature called “branching” has been added to the platform which allows the user to
pick different paths as the story progresses. This makes the show more intriguing and
multi-dimensional. In addition, problems of robotic expression and interaction are

solved by using timeline to arrange the process of performance.



1.3 Organization of thesis

Thisthesisis divided into five chapters. The first chapter explains the motivation
and objective of the thesis. This platform not only provides users with powerful and
easy to use features, it also has joined concepts from gaming with robotic puppet
shows. The second chapter describes the platform environment, development tools
and related works. The third chapter is system analysis and design, this chapter also
defines the motion generation, screenplay editing, script performance and introduction
to the hardware and software architecture used in the platform. Chapter 4 presents the
implementation of the platform and compares previous works. Chapter 5 summarizes

this thesis and makes some recommendations for future work.



II. BACKGROUND

In this chapter, we introduce the environment of system and tools that could be
utilized to develop a web based platform. Furthermore, motion capture technology is

introduced as well as other proposed platforms for the robotic puppet show.

2.1 System Environment and Development Tools

2.1.1 MVC Architecture

In recent web development, a single web page is usually written with different
languages such as HTML, CSS, and PHP. Because of this, the source code will be
difficult to maintain or modify in the future.

MVC is a design pattern for software engineering as show in Figure 2-1 [4]. It
divides an application into three parts. Model, View and Controller. MVC was
designed by Trygve Reenskaug in 1979. The model-view-controller pattern is mainly
used to smplify code modification, extensibility and reutilization. The model is
applied to dea with business logic and interface data exchange. Of the three parts
within the pattern, only the model can access the database directly. The view can

develop visual outputs for users, which is used for data display, such as a webpage.



The controller is responsible for collecting the input data from the view in order

to trandate it into commands for updating the state of models or changing the

corresponding view’s appearance.

SEES uses

\ Application /

Figure 2-1 The basic MV C relationship

2.1.2 System Environment

LAMP is a software bundle that is used for building web servers. The name

stands for Linux, Apache, MySQL and PHP. LAMP has become one of the popular

web platforms around the world because it is a free, stable and open source software

package.

(1) Ubuntu

Ubuntu is an operating system based on Linux that was designed to be user

friendly. It can be divided into two versions. the server and desktop. The main

difference between them is that the desktop is built with 8 GNOME (GNU Network

Object Model Environment) that helps the user to operate the system by using easily

6



interpretable graphics. On the contrary, the server only provides users with text
operations. Below are the main features of Ubuntu:

» Stable and fast

» Easy installation and user-friendly interface

»  Plenty of free software

» High degree of freedom
(2) Apache

Apache (Apache HTTP Server) is aweb server application that is used to provide
computer browser service. Besides being from of charge Apache also has high
security, stability and extensibility. In addition, it can be run in different operating
system such as UNIX, Linux and Windows. Figure 2-2 [5] shows a survey of active
sites by Netcraft, which indicates that Apache has been the most popular web server
application. The usage rate of Apache by web server developers was 53.96% in
December 2013 and 54.50% in January 2014 in Table 2-1 [5].

" _[IETCRAFT - bt

B Microson
Sun
m M nginx
B Google

B Other

. 4

0 ¢ a b c 5 ol c Q a
A% .30.'3\ fla(\'.f_\\"»‘?'.::\\\ .Eo(‘" .-_-0.0" 1007 000 .:o.\'.‘?‘.lnﬁ '.\__(\'\0.1_:\\\'..0\'_}_0'1"'
¥ el a0t et TR e e et 0% el T ¥ Ty el Vgt

Figure 2-2 M arket share of active sites



Table 2-1 The usage rates of different web server applications

Developer | December | Percent January Percent Change
2013 2014
Apache 99,367,323 | 53.96% 98,129,017 | 54.50% 0.54
Microsoft | 24,534,598 | 13.32% 21,548,550 | 11.97% -1.36
nginx 20,731,750 | 11.26% 20,901,626 | 11.61% 0.35
Google 15,508,986 | 8.42% 15,386,518 | 8.54% 0.12
(3) MysSQL

In order to build dynamic websites and applications, a database is used to store a

variety of important data. For example, since the user has entered the website, the user

account, password should be stored in the database. The screenplay details that have

been changed or modified on the webpage should be saved as well.

MySQL isarelational database management system that provides a cost efficient

and highly reliable solution for database construction and management. In addition,

table 2-2 [6] shows that MySQL has the highest operating system support. It aso has

less data restriction and a GPL (General Public License) that gives the developer more

freedom to manipulate the software.



Table 2-2 Comparison with databases

unction Max DB . Latest Software
OS support ) Maintainer )
Name Size release date license
MS Access Low 2GB Microsoft | 2012-10-02 | Proprietary
PostgreSQL
, - Global PostgreSQL
PostgreSQL | Medium Unlimited 2013-12-05 )
Development Licence
Group
_ . Oracle _
Oracle Medium Unlimited _ 2013-06-25 | Proprietary
Corporation
. . Oracle GPL or
MySQL High Unlimited , 2013-07-30 ,
Corporation Proprietary
_ _ D. Richard Public
SQLite High 128 TB , 2013-09-03 :
Hipp domain
DB2 Medium Unlimited IBM 2013-04-23 | Proprietary
(4) PHP

PHP (Hypertext Preprocessor) is an open source, cross-platform scripting

language that is widely used in web development. The maor goa is to alow

developer to create dynamic webpages quickly. PHP can be run in various operating

systems, web servers and databases. The PHP interpreter has been installed on the

web server in order to generate the corresponding web page by using the PHP code

(even when it is embedded in an HTML document). In addition, PHP provides

inherent functions used to communicate with the MySQL database which enhances

them. This combination has become popular for building dynamic websites.




2.1.3 The User Interface Framework

JavaScript is a scripting language that can be divided into two parts. the

client-side and server-side. For normal usage, JavaScript is usually embedded with an

HTML document. It is recognized as client scripts that are directly interpreted by the

web browser rather than sending data back to the web server. It is mainly used for

user interaction such as event reaction, data validation and HTML elements reading

and writing.

JQuery is a JavaScript library that provides a powerful selector for picking all

DOM elements or the partial parts that are based on designated ID or CSS in order to

bind various operations together such as event triggers, animations, effects, AJAX,

and extensibility through plug-ins. In this platform the Kendo Ul, a jQuery based

framework includes many Ul widgets and data visuals in order to make the web

interface more attractive and user-friendly.

2.1.4 Networking between Platform and Robots

A wireless network was used to create the connection between the platform

and the robots because this kind of system gives the robot the largest range of

maneuverability. Table 2-3 shows the differences among the three existing common

wireless networks that may be suitable for use in robot control.
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Table 2-3 Comparison with wireless technologies

Wireless tech. . ,
i Wi-Fi Bluetooth ZigBee
Function
Standard 802.11.b 802.15.1 802.15.4
Range 100 meters 10-100+ meters | 10-100+ meters
250kbps(2.4GHz)
Data Rate 11Mbps 1IMbps 40kbps(915MHz)
20kbps(868MHz)
2.4 GHz
Frequency 2.4 GHz 2.4 GHz
868/915 MHz
Battery Life (hours) AC power 1-7 100+
Number of Network
32 8 65535
Nodes
) Low Cost
_ High speed Low Cost
Mgjor Advantages L _ Low Power
Flexibility Speech function )
Consumption
. o Wireless LAN Replaces wire
Typical Applications . ., Remote control
connectivity connectivity

Although the psychical assessment range (100m) for wireless is very close to the

range available for the different kinds of wireless technologies in the study, Wi-Fi has

shown to be the fastest of these technologies. Despite the fact that Wi-Fi has the

highest power consumption of all of the wireless technologies researched in this study,

Wi-Fi technology has still matured and been widely used as a way for laptops and

smart devices to access the Internet. The platform that was used during the research

project was connected to an Android application that puts the performance robots into

play. Most important of al, Wi-Fi can let our smart devices such as smartphones or

tablet computers easily communicate with the platform and robots.
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2.2 Motion Capture

In the robotic puppet show, the developer looks forward to making the robotic
motion more vivid and human-like. But editing robotic motion was usually done by
adjusting the parameters of the robot’s actuators.

Using this process is repetitive and inefficient. In [7], the motion sensing
devices based on optics such as Microsoft Kinect, and Asus Xtion Pro Live. That
provides users with an accurate, cost-effective and state of the art functions to capture
human motions. By using sensing devices the motions generated by imitation can be
used to update the online motion library for the robotic puppet show.

Table 2-4 Comparison of motion sensing devices

Devices . . .
Functions Kinect Xtion Pro Live
Depth Information Yes Yes
RGB Yes Yes
Frame Rate 30 frames per second 30 frames per second
Audio Input A four-microphone array Microphone
AP OpenNI / Microsoft SDK OpenNI
Tilt Motor Yes No
Volume Larger Smaller
Price Low High

Table 2-4 shows that Kinect and Xtion Pro Live are designed to acquire RGB,
depth and audio streams. Both of them have RGB camera, a pair of infrared devices,

and microphones. The RGB sensor is used to capture pictures based on the color
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channel data. The pair of IR devices including the emitter and the depth sensor work

together to emit infrared light beams and sense the reflected infrared which will be

trandated into depth images by PrimeSense's Light Coding technology. The

microphone allows users to trace the source of sounds and develop applications for

voice configuration. Furthermore, Kinect also has an additional tilt motor used for

vertical adjustment of the lens

Based on the information collected from the motion sensing devices, the APIs

provide the developer with related functions such as skeleton and face tracking [8].

OpenNI and Kinect for Windows SDK are two of the most used APIs. The major

difference is that the OpenNI can support Kinect as well as Xtion Live Pro, On the

contrary, Kinect for Windows SDK can only be applied to Kinect. Table 2-5 shows

the function comparison between these APIs.

Table 2-5 Comparison between OpenNI and Kinect for Windows SDK

i AP OpenNI Kinect for Windows SDK 1.0

Function

Hand Recognition Yes No

Joint Position Yes Yes

Joint Orientation Yes No
Record/Replay Yes No

User Event Notification Yes No

OS Support Windows/Linux/Mac Windows 7
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2.3 Related Works

In [2][3], J.J. Siao and M.C. Wu have proposed a web-based platform designed

to perform the robotic puppet show by using the DARwIn-OP and NAO robots.

The online website also allows users to edit persona screenplays for

performance purposes. Each screenplay is composed of |ots sequential events, which

can be updated by adding one designated robot’s default motion or filling in text.

Moreover, those events can be added, deleted and rearranged. Any two different

screenplays can be merged in order to generate new one.

The authoring tool and platform for robotic puppet shows was developed by

C.A. Chen [9]. It was built as a cloud service to alow users to compose their own

unique screenplays through the Internet. While editing the screenplay, users are

allowed to edit each puppets performance including posture adjustment, line adding

and emoticon settings within each time stamp. Moreover, the smart phones are

equipped with the robotic puppets (Bioloid) as controllers. So that the puppets can

receive the instructions generated by a drama object and implement the corresponding

functions. There are two different kinds of play modes: single mode and synchronous

mode. Single mode only allows the director to control one puppet at a time. With the

use of synchronous mode, multiple puppets can perform at the same time.
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1. SYSTEM ANALYSISAND DESIGN

In this chapter, the system introduction is illustrated, and then the 5W1H analysis
method will be applied to distinguish the platform’'s capabilities including the
functiona and non-functional requirements. The screenplay performance process
including the basic motion generation, scene and screenplay editing as well as the
script performance will be described in the following sections. As a result, the
hardware and software architectures will be depicted in order to represent how to

work with the platform.

3.1 System Introduction

In general, a controller is designed to control a single type of robot. Therefore,
controlling different types of robots at the same time would be a complicated and
high-cost task. This thesis develops a system to solve the previously mentioned
problem and prove it by using a robotic puppet show. The core design concept is to
allow users of different agesto easily edit their own screenplays and to make different
kinds of performance robots act in the edited screenplays.

According to the survey by the Institute for Information Industry in Figure 3-1
[10], the domestic population of Internet users has reached 11 million and seventy

thousand in the fourth quarter of 2012. Web service has become an essential part of
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human life. Thus, developing a system to become a web application that uses a web

browser as a client, alows this application to be easily and widely used by the public.

By using the web based feature, restrictions such as distance and time can be broken

and less storage space is needed on the client.

(10 Thousand) Number of lnmmet.
regular Internet users popularity rate
1,200 . 50%
1067 1.079 1,102 1,104 1,107 1,107
1,046 - .
' 1 48%
1,000
1 46%
800 | 44%
4 42%
600
1 40%
400 38%

2006!12I2007.-‘12'20084’12I2009f'12l2010a’12I2012,‘0312012:‘06I20'[2:"09.2012:‘12
Figure 3-1 Internet popularity growth chart

The wireless technology, Wi-Fi, not only has a high transport speed but also has

commonly used in daily life. In addition, the robotic puppets have a built in Wi-Fi

function or can be equipped with a Wi-Fi module. Therefore, Wi-Fi is chosen as the

main communication type in this system to allow users to have the ability to access

the website and control robotic puppets. The concept of system is described in Figure

3-2.
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Figure 3-2 The concept of EPFS

The process of screenplay performance can be drawn as Figure 3-3. Three ways

to generate motions for controlling robots. actuator parameter adjustment,

preprogramed robotic motions and Kinect-based motions.

Actuator parameter adjustment [9] is commonly used to control the robots joints.

In this thesis, preprogramed robotic motions and Kinect-based motions are available

in robotic puppet shows. The preprogramed robotic motions are developed and stored

within the robotic puppets for future usage. In addition, the platform also alows users

to generate new motions by using Kinect sensing devices.

Next, the two previously mentioned motions can be joined into the motion

library and arranged within the timeline of each scene. At that time, the scenes can be

organized and used as the content of the screenplay. As a result, the screenplays can

be performed and shared by any user who has signed up for the platform. The whole

map of EPFS can be illustrated as Figure 3-4. This platform contain two different
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parts. the Interactive Screenplay Authoring Platform (ISAP) and the Mobile
Interpreter (MI1). The ISAP provides users with six different function webpages. home,
tutorial, screenplay editing, motion management, Kinect-based motion uploading,

screenplay performance, and contact. On the other hand, MI only provides the

Motion
Generation

l

Scene Editing

l

Screenplay Editing

|

Screenplay
Performance

l

Screenplay Sharing

screenplay performance function.

End

Figure 3-3 Screenplay performance process

EPFS
ISAP l\dﬂL
Home Tutorial | Screenplay Editing Motion Management Kinect-based Performance Contact Us| |Performance
| Maotion Uploading
Robotic Puppets || Screenplay Display - DARwIn-OP Motion Editing Screenplay Display Screenplay Display
Introduction |- Scene Editing ! Bioloid Motion Editing Performance Settings Performance Settings
Scene Sequence Arrangement (Storyline) New Type Robot Motion Editing

Timeline Editing

Maotion Arrangement

Line Arrangement

Sound Effect Arrangement
Background Music Arrangement

Figure 3-4 EPFS map
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3.2 System Analysis
3.2.1 5W1H Method

The following content use 5W1H analysis to analyze the platform, and the
summary of 5SW1H was shown in Table 3-1.

The first W is why—Why design the platform? Since different robots have a
variety of control ways, the platform is designed to provide even basic user has the
ability to control robotic puppets in a fast and simple way. The second reason is for
education. The graphical user interface (GUI) of platform can make user easily use
even the children [11]. As a teacher, who can edit and play a story for lesson. In the
other hand, children can learn to how to be a good story-teller or just use different
color cards to make an interaction with robots. In addition, robotic puppet show also
brings people the brand new entertainment.

The second W is what—What functions of the platform are designed for user?
The platform is mainly designed to make user have the ability to edit and play the
screenplay for robotic puppet show in a fast and smple way via GUI. Secondly, the
platform allow user to control any kinds of performance robot. The timeline is be used
within each scene in order to solve the problem of synchronization, which allow user
to precisely arrange the performance elements including motion, speech, and sound.

Unlike normal drama which has the sequential way to perform, dynamic interaction
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make the story diversify according to the result of color detection. Finally, the

platform uses Kinect to capture human motion in order to update the motion library of

performance robot.

The third W is where—Where can the platform be use? For considering the

performance requirement, the platform is designed with portability. With Internet

access, the robot puppets show can perform in any place in order to let more people

enjoy it.

The forth W is when—When can the platform be use? Any time if user want to

perform the show, all he/she needs to do is to make sure the web device have the

ability to access Internet, and the performance robots have get ready.

The fifth W is who—Who is to use the platform? People in different age can

easily get familiar to operate the platform. Even the children who doesn’'t have a fully

ability to completely edit the whole screenplay, they still have fun with robots in

interaction feature.

The last H represents how—How to use the platform ? User needs use any

device with browser to access the Internet for requesting the detail of screenplay. The

web device and performance robots need to be connected in a LAN in order to

communicate with each other by WI-FI technology.
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Table 3-1 5W1H analysis

Why design the platform?

Control different type robots in asimple way.
Education application and brand new entertainment.

What functions of the platform
are designed for user?

Edit a screenplay for robotic puppet show.
Control any types of performance robots.
Dynamic interaction

Add new robot motion for drama via Kinect.

o g bk~ wnNpE

Anywhere if the user has the web device with Internet.

Any time if the user has the web device with Internet.

For all ages, especia for children.

How to use the platform?

1. Any devicethat has the ability to access Internet via bowser.
2. Through WI-FI technol ogy.
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3.2.2 Functional Requirements

(1) Create anew screenplay.

(2) Remand the annotations of existing screenplay.

(3) Delete an existing screenplay.

(4) Specify ascreenplay to edit.

(5) Create anew scenein ascreenplay.

(6) Delete an existing scene.

(7) Makealink between different scenes.

(8) Edit ascene's content.

(9) Deletealink between different scenes.

(10) Update the motion library by Kinect.

(11) Add a new type robot.

(12) Perform a show.
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3.2.3 Non-functional Requirements
(1) The Graphic User Interface make the platform be easily realized and used.
(2) Dragging and clicking the elements of website allow user to finish the

complicated and redundant task in an intuitive and efficient way.

Join the audio element such as sound effect and background music to

3

enhance the dramatic tension.

3.24 UseCases
Table 3-2 Use case of create a new screenplay
Title Create a new screenplay.
Description Create a new screenplay with annotations.
Actors Directors.
Pre-condition | Review the screenplay list page.
Post-condition | The new screenplay box appearsin the display list.
Scenario 1. Loginthewebsite.
2. Create anew screenplay.
3. Finish the annotations of screenplay including a unique name,
cover, description, and each kinds of robot number.
4. The box of the new screenplay showsin the display list.
Table 3-3 Use case of delete an existing screenplay
Title Delete an existing screenplay.
Description Delete an existing screenplay that is selected.
Actors Directors.
Pre-condition | Select the screenplay box which is displayed in thelist.
Post-condition | The screenplay box disappearsin the display list.
Scenario 1. Loginthewebsite.
2. Select the screenplay box in the display list.
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3. Deleteitinthedisplay list.
4. The deleted screenplay box vanishesin the display list.

Table 3-4 Use case of remand the annotations of existing screenplay

Title Remand the annotations of existing screenplay.
Description Select an existing screenplay to remand its annotations.
Actors Directors.
Pre-condition | Select the screenplay box whichis displayed in thelist.
Post-condition | The annotations of screenplay have been updated.
Scenario 1. Loginthewebsite.

2. Select the screenplay box in the display list.

3. Remand the screenplay annotations including the name, cover,

or description.
4. The content of annotations belonging to the screenplay has
been updated.

Table 3-5 Use case of specify a screenplay to edit
Title Specify a screenplay to edit.
Description Select a screenplay to edit its scenes.
Actors Directors.
Pre-condition | Select the screenplay box which is displayed in thelist.
Post-condition | Enter the screenplay editing interface.
Scenario 1. Loginthewebsite.

2. Select the screenplay box in the display list.

3. Enter the screenplay editing interface.

Table 3-6 Use case of create a new scene

Title Create anew scene.
Description Create a new scene with annotations in a screenplay.
Actors Directors.
Pre-condition | The screenplay has been specified.
Post-condition | The new scene box appears within the interface.
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Scenario 1. Loginthewebsite.
2. Select the screenplay box in thelist.
3. Enter the screenplay editing interface.
4. Create a scene with its annotations including a name, last time
(second), description, and driver type.
5. The box of the new scene shows in the interface.
Table 3-7 Use case of delete an existing scene
Title Delete an existing scene.
Description Delete an existing scene that is sel ected.
Actors Directors.
Pre-condition | Select the scene box which is displayed in the interface.
Post-condition | The scene box disappearsin the display list.
Scenario 1. Loginthewebsite.
2. Select the screenplay box in thelist.
1. Enter the screenplay editing interface.
2. Deletethe scene aswell asal of arrowswithiit.
3. The deleted scene box vanishesin the interface.
Table 3-8 Use case of make alink between different scenes
Title Make alink between different scenes.
Description Determine the perform sequence and branching.
Actors Directors.
Pre-condition | Pick two different scene boxes which are displayed in the
interface.
Post-condition | The arrow of the two scenes appears.
Scenario 1. Loginthewebsite.

2. Select the screenplay box in thelist.

Enter the screenplay editing interface.

Use link tool to connect two different scenes.

The link between the two scenes has been established.

o~ w
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Table 3-9 Use case of delete a link between different scenes

Title Delete alink between different scenes.
Description Cancel the perform sequence and branching.
Actors Directors.
Pre-condition | Pick two different scene boxes which are linked in the interface.
Post-condition | The arrow of the two scenes vanishes.
Scenario 1. Loginthewebsite.
2. Select the screenplay box in thelist.
3. Enter the screenplay editing interface.
4. Double click the arrow to deleteit.
5. Thelink between the two scenes has been canceled.
Table 3-10 Use case of specify a scene to edit
Title Specify a sceneto edit.
Description Select a scene to edit its story.
Actors Directors.
Pre-condition | Select the scene box which is displayed within the screenplay.
Post-condition | Enter the scene editing interface.
Scenario 1. Loginthewebsite.
2. Select the screenplay box in the display list.
3. Enter the scene editing interface.
Table 3-11 Use case of arrange the motion a robotic puppet
Title Arrange the motion of arobotic puppet.
Description Add/delete the robot motion on the timeline within a scene.
Actors Directors.
Pre-condition | The scene has been specified.
Post-condition | Motion box appears/disappears on the timeline.
Scenario 1. Loginthewebsite.

2. Select the screenplay box in the display list.

Enter the scene editing interface.

Pick up the motion file and drag it into atrack when adding.
Double clicking the motion box in atrack to deleteit.

ok~ w
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6. Motion box appears/disappears with its name on the timeline
that represents the starting and ending time.

Table 3-12 Use case of arrange the line of arobotic puppet

Title Arrange the line of arobotic puppet.
Description Add/delete the robot line on the timeline within a scene.
Actors Directors.
Pre-condition | The scene has been specified.
Post-condition | Line box appears/disappears on the timeline.
Scenario 1. Loginthewebsite.
2. Select the screenplay box in the display list.
3. Enter the scene editing interface.
4. Click atrack tofill intheline.
5. Clear the content of linein thetrack in order to delete it.
6. Line box appears/disappears with its content on the timeline
that represents the starting time.
Table 3-13 Use case of arrange the sound effect
Title Arrange the sound effect.
Description Add/delete the sound effect on the timeline within a scene.
Actors Directors.
Pre-condition | The scene has been specified.
Post-condition | Sound box appears/disappears on the timeline.
Scenario Log in the website.

Select the screenplay box in the display list.

Enter the scene editing interface.

Pick up the sound file and drag it into atrack when adding.
Double clicking the sound box in atrack to deleteiit.

Sound box appears/disappears with its name on the timeline
that represents the starting and ending time.

o g~ wDdh PR

27




Table 3-14 Use case of arrange the background music

Title Arrange the background music.
Description Add/delete the background music on the timeline within a scene.
Actors Directors.
Pre-condition | The scene has been specified.
Post-condition | Music box appears/disappears on the timeline.
Scenario 1. Loginthewebsite.
2. Select the screenplay box in the display list.
3. Enter the scene editing interface.
4. Pick up the music file and drag it into atrack when adding.
5. Double clicking the music box in atrack to delete it.
6. Music box appears/disappears with its name on the timeline
that represents the starting and ending time.
Table 3-15 Use case of expand the motion library
Title Expand the motion library.
Description Update the imitation file generated by Kinect to expand the motion
library.
Actors Directors.
Pre-condition | Use Kinect to capture user’s motion and record it to afile.
Post-condition | The motion library expands a new motion file.
Scenario 1. Loginthewebsite.
2. Select the imitation file generated by Kinect and upload it to
Sever.
3. The new motion appearsin the library.
Table 3-16 Use case of add new robot to existing system
Title Add new robot to existing system.
Description Control not only default robot but also any kinds.
Actors Directors.
Pre-condition | The new robot can acts as the format of motions and lines via
TCP/1P socket.
Post-condition | The new robot performs with other default robots in show.
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Scenario

1. Loginthewebsite.

2. Add a new robot motion setting including a name, cover,
description, command format, last time.

3. The motion file that belongs to the new robot appears in the
motion library.

4. Dragthe motion file into atrack in order to act.

Table 3-17 Use case of perform the robotic puppet show

Title

Perform the robotic puppet show.

Description

As the screenplay detail, all of the robotic puppets, sound effect,
and background music play synchronously.

Actors

Directors and robotic puppets.

Pre-condition

Desktop:
1. The device has the ability to access the website by using a web

browser.
2. Ingtal the lite-server (Node.js).
3. Thedevice and robotic puppets need to bein LAN.
Mobile:
1. Download the Android application and install.
2. The mobile device and robotic puppets need to be in LAN.

Post-condition

All of the robotic puppets, sound effect, and background music
start playing as the screenplay.

Scenario

1. Loginthewebsite.

2. Select the name of a screenplay.

3. Set up the each puppet’s | P address and port number.
4. Click the“start” button to perform the show.

Table 3-18 Use case of pick different paths as the story progresses

Title Pick different paths as the story progresses.

Description 1. When the story has branching, the Nodejs will send a
command to one of the DARwIN-OP in order to detect the
color presented by the user

2. The Node.js selects a child node in the scene tree to perform.

Actors Directors and robotic puppets.
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Pre-condition

The mother node that has more than two children has been
completed.

Post-condition | The child node will be chosen and performed according to the
result of color detection.
Scenario 1. Loginto the website.

2. Select ascreenplay that has branching to play.

3. While branching, the user presents the color in front of
DARwIN-OP's USB camera.

4. The color scene that was selected will be performed.

EPFS

Delete an existing screenplay.

the of ser
Specify a screenplay to edit.

Delete an existing scene.
Make a link between different scenes.

Delete a link between different scenes.

A

y

Specify a scene to edit. %

Directors

y

ge the motion of a robotic puppet. Robotic Puppets

Arrange the background music.

Figure 3-5 Use case diagram of EPFS
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3.3 Motion Generation

3.3.1 Preprogramed Robotic M otion

The robotic puppets such as DARwIN-OP and NAO have provided user with some

applications for rapidly developing a variety of postures and motions stored within the

robot which will be applied to robotic puppet shows then. Below are development

toolsfor DARwIN-OP and NAO.

(1) RoboPlusfor DARwINn-OP

The officia softwareis called the “RoboPlus motion”, this software allows users

to edit the continuous motion of a robot which is saved as a page in a fast and simple

way as shown in Figure 3-6. Each page contains the information for one single motion

including: the duration time for each step, the speed rate and value of the actuators,

and the number of repetitions needed to complete a full motion. By doing so, the red

execution time can be precisely calculated; this in turn helps the director arrange the

screenplay.

Figure 3-6 RoboPlus interface
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(2) Choregraphe for NAO

Choregraphe is software developed for the NAO robot, which gives users the
ability to control the robot by dragging or customizing a variety of event boxes within
the GUI as shown in Figure 3-7. Using Choregraphe can allow the developer easily
observe the angles amongst each joint in NAO so that the motion can be programed as
afilein Python and recorded within the robot. By using this tool, user can compose a

variety of different motions for performancesin an efficient way.

Figure 3-7 Choregraphe interface

After those motion pages or files have been created and stored within the robots,
the director can use the motion management page in ISAP to add those motions into

the platform and then apply them to robotic puppet shows.
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3.3.2 Kinect-based Motion Uploading

This platform also allows users to utilize Kinect to capture human motions for

extending the motion library applied to robotic puppet shows. By doing so, motion

generation can become more intuitive and efficient than the common ways used to

control robots. Below are the methods proposed by [7] to implement motion

emulation and representation by using Kinect.

When the human’s image is successfully captured by Kinect, a set of lines that

mimic a skeleton will then appear on the top of the body. After the skeleton is

constructed, the user can receive important data such as joint position and orientation.

The flow chart of skeleton tracking algorithm is shown in Figure 3-8.

User Generator

Calibration Start

Tracking Calibration End
User

Tracking

Skeleton

Figure 3-8 NITE skeleton tracing algorithm
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Kinect provides a parameter comprised of ajoint orientation that is composed by

using a 3 x 3 orthogonal unit matrix. X /'Y / Z are the three orientations that represent

the posture of the current joint. In OpenNl, the definition of orientation is as follows,

“A joint orientation is described by its actual rotation and the confidence we have in

that rotation” .

»  Thefirst columnisthe X orientation, where the value increases from left to right.

» The second column isthe Y orientation, where the value increases from bottom

to top.

» Thethird column isthe Z orientation, where the value increases from near to far.

Inverse kinematics refers to the use of arobots kinematics equations to determine

the joint parameters that provide the desired position of the end-effector. The joint

orientation represents current posture. Solving the inverse kinematics can determine

the current joints change in angle. First, the relationship between the coordinate

system of each joint must be defined. Kinect's infrared lens is the origin of the

coordinates. The unit used for three-dimensional space in a right-handed coordinate

system is millimeters.
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Figure 3-9 Coordinate relationship diagram

According to the Figure 3-9, the relationship of the coordinate system is defined
as follows, and because of the balance problem, this thesis only considers the
coordinates located in the upper body of the skeleton.

Rot(Z, 0z) is the homogeneous rotation matrix which rotated 6z around the Z axis.
Rot(Y, 0y) isthe homogeneous rotation matrix which rotated 0y around the'Y axis.
Rot(X, 6x) is the homogeneous rotation matrix which rotated 6x around the X axis.

If the joint coordinate is belong {i}, then it’sjoint positionis (Xi,Yi,Zi) . For example
the { O} isthe origin of system coordinate. The positionis (Xo,Y0,Zo) and Xo=0, Yo =

0,Z0=0.

{0} - {1} = (1)T = ROt(Z,OZl) . Rot(Y,Oyl) . ROt(X,OXl) . Tl'anS(X1.X0,y1. Yo,Z1- Zo)=

Coz1 -S6z1 0 O][C6yl 0 SOyl O]f1 0 0 0Ojrt 0 0 X1-X0

ISGZl cez1 0 O I 0 1 0 O‘ lO Cox1 —So6x1 0‘ lO 1 0 Y1-Y0
0 0 1 0|[-Seyl1 0 Clyl O|f0 S6x1 Coxl1 0|0 0O 1 Z1-Z0
0 0 0 1 0 0 0 1110 0 0 11to 0 O 1

{1} - {2} = IT =Rot(Z,0z,) - Rot(Y,0y,) - Rot(X,0x5) - Trans(X».X1, Y2.y1,0)=
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Figure 3-10 PRY convention

In Figure 3-10, RPY (Roll Pitch Yaw) convention in the inverse- kinematic
transformation matrix is used to calculate the postures angle change. The original
joint orientation is a 3x3 orthogonal matrix, the matrix needs to be converted to
homogeneous and then continue computing. The function is as follows. Toy is a

homogeneous transform matrix which represents the joint posture.

nx ox ax 0
Ton=ROl(Z, 62) . Rol(Y, by). Rol(X, 6= |77 °7 @Y
0 0 0 1

The coordinate {i} can be represented as the following

nx ox ax px

ny oy ay py

nz oz az pzZ
0 0 0 1

o7 = 9T . IT...172T1 . 1T =

Then

T = 9y - 3v..i2%T - T = ITHAT

9Dt 4T = AT
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The actual rotation angles of joints when solving for the {i} coordinate and the
inverse-matrix of {i-1} coordinate which arerelative to the {0} coordinate system. To

solve the RPY, Rot *(Z, z) must be multiplied in both sides of the equation.

Rot (Z, 6z) - TOH = Rot(Y, 0y) - Rot(X, 6x)

Coz S0z 0 0] [nx ox ax O Céy 0 S6y O][1 o0 0 0
-S6z €6z 0O O [y oy ay O|_|] O 1 0 0[]0 CBx —=S6x O
0 0 1 0| |nz o0z az 0| |-S6y 0 CBy O|]0 S6x CObx O
0 0 0 1 0 0 0 1 0 0 0 1110 O 0 1

Simplify the left and right matrix

[nxC * 0z +ny xS0z €Oz * ox + SOz * oy COzxax+SOzxay O
ny * (0z —nx* S8z —S0z*+ox+ (COz+xoy —SBz*ax+COzxay O
0
1

nz -0z —az
! 0 0 0
[ COy SOy *SOx SOy *Cbx O

0 COx —-50x 0
—S0y (COy*S6x C(COBy=*CObx O
| 0 0 0 1

And the result is as follows

ny*Coz —nx*S0z =0 0z = ATAN2(ny/nx)

{Cey = nx * COz + ny * SOz

—S8y = nz 0y = ATAN2(-nz/(nxCOz+nySHz))

{ COx = —S0z * ox + COz * oy

— * _Aav* * -OX*
_SBx = —S0z % ax + COz * ay 0x = ATAN2((ax* Sbz-ay* COz)/(oy* COz-ox* SHZ))

According to the formula above, actual rotation angles can be calculated for each

actuator. There are twenty MX-28 actuators in DARwIN-OP that give the robot the
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ability to move it joints. In order to calculate how to reach desired position, the

change in angles must be trandated into units. In addition, there are 4096 units within

every 360 degree rotation, each unit represents 0.088 (360/4096) degrees.

When the movements are been recorded they need to be automatically saved in

the system for the future use. There are large quantities of data saved due to the fast

speed of data generation during the movement capture process. Because of this,

key-poses [7] are separated from the redundant postures that take up resources. The

key-pose selection process is described below:

Stepl: Therotation of the joints is determined by using Inverse Kinematic

Step2: If the change in angles exceeds the threshold, then the state is recorded as an

action if it does not then the state is considered to be static.

Step3: If the current state differ from the state follows it then the key _pose _bit will be

equal to 1, otherwise it will be equal to O.

Step4: If the key _pose bit is equal to O, then the previous pose will be checked to see

whether the direction of movement has changed. If it has, the key pose bit

will be equal to 1, otherwise it will remain equal to O.

Step5: Saving the current data into the old data buffer.

The flow chart of steps above can be drawn in Figure 3-11.
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key_pose_bit= key_pose_bit=
(1}

Figure 3-11 Key-pose selection flow chart

When a new pose is captured the time will be recorded and the difference in time
between the two key-poses will be calculated in order to obtain the execution time.
The execution time will be stored in the time_buffer and used to calculate the speed of
the actuator. The presence or absence of continuous motion between the current and
next key-pose will be judged by the continuous_bit.

The continuous _bit is designed to determine whether an actuator is in continuous
motion or not. If the key-pose is in continuous motion then the continuous_bit will
recognize it as a one, this means that while the actuator is moving to the continuous
key-pose the following pose will aready begin to load. With the assistance of

continuous_bit the representation of the key-poses will be smoother.
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If the previous pose is regarded as a key-pose then the system will check if any

of the actuators are still in motion. If there is more than one actuator still in motion,

the continuous_bit will be recorded as 1 which represents that the previous posture is

continuous. In the case that all actuators are static, then the continuous_bit will be

recorded as O.

The packet constructed by the methods mentioned above contains the actuator’s

position, speed, continuous _bit, and execution time from the key-pose, as shown in

Figure 3-12. Those kinds of packets are used as postures within Kinect-based motion

files for robotic motion representation. As a result, the Kinect-based motion files can

be uploaded to ISAPin order to extend the robotic motion library.

~ Command of Posture ~
Execution Continuous
Position Values of MX-28 Time Bit Speed Values of MX-28
%\ /\
Right Left Right Right_ Left Right : He
Shoulder | Shoulder Elbow |'°fI Elbou]|. ted I shoulder | Shoulder | Elbow | left-Elbow | Head |
Roll | Pitch | Roll | Pitch Roll | Pitch | Roll | Pitch

Figure 3-12 Posture within Kinect-based motion file

3.4 Screenplay Editing
34.1 SceneTree

A rooted n-ary tree structure is used to construct a whole screenplay because this
kind of tree allows each node to diverge a maximum of n times. By using this kind of

tree, the users make the plot of story diverge and as a result, the story will become
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more diverse. There are three different crucial nodes in the tree: root node, decision

nodes, and leaf nodes. Each node stands for a single scene, which was depicted in

Figure 3-13. The root node represents the start of the story. Any node that has more

than two child nodes is called a decision node. Branching will occur when the first

node has finished performing, and then the user can choose one of scenes at the next

level of the tree to make the story diverge and proceed. As a result, the leaf node

means the end scene of the screenplay. By doing so, even the user play the same

screenplay, the development and ending of the story can be distinctive according to

the user’s choice.

Root Node (start)

Decision Node

Leaf Node (end)

Figure 3-13 Structure of scenetree

3.4.2 Time Stamp

Compared to event-driven story arrangements, the time stamp feature provides

the director with a precise way to arrange the content of the performance. Doing so

makes the robotic puppet show more lively and attractive. The feature can be applied

to the two parts below.
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(1) Expression in Motion and Speech

In robotic puppet shows, the motion and speech ability are needed to express the

actors emotions. Therefore, the fact that the motion and speech of each robot starts at

the same time or overlaps in order to fit the director’s requirements has played an

essential part in the scene editing process.

(2) Interaction between Robots and Music

Like rea dramas, robotic puppet shows have a cast of actors that perform on

stage. The task of arranging and recording the interaction between puppets requires

sophisticated controls. In addition, EPFS has joined sound effects and background

music to increase dramatic tension.

In order to solve the expression and interaction above, the timeline (which is

based on seconds) is built within each scene as shown in Figure 3-14. Each puppet,

music, and sound effect has its own track within the timeline that can record

performance details such as motion, speech, sound effects and background music. The

robotic puppet track has two sub tracks used to individually record the content of

motion and speech. GUI makes the color boxes that represent the different

performance details.
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Timeline (sec)

Darwin-OP Darwin-OP’s Track

Motion 1 Motion 2

Speech 1 Speech 2

Sound Effect Sound Effect’s Track

Background Music Background Music’s Track
|,n Background Music1

Figure 3-14 Timeline tracks within a scene

3.4.3 Screenplay Format

The JSON (JavaScript Object Notation), a subset of JavaScript syntax, is a text

format that is mainly used to exchange data. It is straight forward enough to be

understood and used by computers as well as people. Figure 3-15 [12] shows that

JSON is built on two structures: object and array.

The name/value can be found in between the left right bracket of the object.

Colons are used to distinguish the names from the values and each set of name/values

is broken apart by a comma. On the contract, the array is a sequential data grouping.

Brackets are placed on both ends and commas are used to distinguish between values.

There can be different types of values within an array such as number, string, object,

and array.
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object

Q

Figure 3-15 JSON forms

JSON and XML (Extensible Markup Language) are designed to describe
structured data for data interchange purposes. Compared to XML, the data encoded in
JSON is simpler, and easier for humans to read and write. In addition, the size of
JSON data is smaller than an encoding containing an equivalent about of information
in XML. While parsing using a web browser, JSON is faster than XML. The JSON
was chosen as the format of the screenplay to be used with the ISAP based web
application.

When the user has selected and performed a screenplay with a web browser, the
JSON data which records the details of this screenplay will be automatically
generated from the relational database. The JSON data is formatted as shown in

Figure 3-16 and Figure 3-17.
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JSON

success |settings |n0degl
1P address Playscene = [PlayScenelink| [Timeline] [Children)
port number | ) ) ) 1 | ) |
S id id id id | id Playscene
'p'l'ay_id .ﬁser_id ”us'er_id | irbm_play_scene_id [ piéy _scene_id Sc;;'ne -
scene_id title title | to_play_scene_id [ model Play
d-r.i.\rel.'l_t-ype .:-:I.e.scﬁptinn .d.escription S [|-|te-rr.155 I;laySceneI.ink
| top ver_image i S Timeline i
[ Ieft_ . darwin_count L ’mdiﬂ!lmw-'-l | Children
_descript'on .bio_count ) id
duration newrobot_count [ timeline_id
start
duration
 title
desc
model
model_id
image_path
item_type
filename
| command

Figure 3-16 Screenplay formatted using JSON

Json Parser Online

("succeas®:true, "nodes”: (“"FlayScene™:

["id=:=221", "play_id":"73","scene_id":"222", "driven_type™:"auto”,"topT:"40","left":"324", "descripti
on":null, "duracion®:"5"], "Scana®:

[“id®:*222%, “user_id®:"14",“cicle”:“main®, “description®:"","is publie®:*0"}, “Play”:

["1d™:™73", "user_id™:"14", "title™:"\uB272\u5361\ube2c\ubabs™, "description™: "D, “cover_image”:™\/upl
ocads\/img\/play_cover\/14_1381478944.3pg", “is_public®:"0", "dazwin_count®:"1", “bic_count™:"0", "newro
bot_count™: ™07}, "FlayScenelink™: [{"id":"122","from play scene id™:"221","tc_play scene_id":"223"},
["id":"130", "from play_scens id":"221","to_play scene id":"224")],"Timeline:

[({"id":™337", "play_scene_id":"221%, "model™: "darwin®, "items™: [{"TimelineItem™:

("id":"1926", "vimeline id~:"337%, “svarc”:"1", “duration”:"2","citle”:"hello”, “desc”:"", "model”:"", "0
odel_id”:"0", "image_path®™:"","item type”:“speech”,"filename™:""},"Action":{“command”:"Chello”}),
["Timelinslcem":

[~4d=:=1931", "cimeline 1d=:"337~, “starc=:*2", “duration®:"3", "ricle”:"\ué2ac\ude2d", “desc”:"~, "model
"i"darwin®, "model_id":"229", "image_path™:"\/uplcads\/img\/darwin_actions\/11_1377240631.3pg", "item_
Type”:"action”, "filename™:""], "Action”:

["id":™229", "title™:"\ub2ac\ude2d", "image_path":"\/uploads\/img\/darwin_actions\/11_1377240631.jpg"
. “description™: ™", "command™:"Al34", "duration™:"3", "speed”:"1", “group_hash™:“1377240631_3272"}}1}.
["id":™338", "play_scene id”:"221%, "model”:"scund”, "icems=:[]}),

{"id":"339", "play_scene id":"221", "model”:"music”, "items":[]}], "Children™:[{"PlayScense™:
[*1d®:*223%, “play_id®:%73% “scene i1d®:"224", "driven rype®:"r", “top®:°397%,“lefr*:*192°, "description
":null, "duration™:"5"], "Scans":

{=id™:=224", "user_id":"14","title”:"red", "description®:"", "is_public®:"0"},“Flay":

[“1d®:*73%, "nser_id":"14", "vicle®:*\u8272\u5361\ue2c\utabté”, “description®: “D", “cover_image“:"\/upl
cads\/img\/play_cover\/14_1381478944.3pg", "i8_public™:"0", "darwin_count™:"1", "bio_count":"0", "newro
bor_ceunt®:*0%), "PlayScenelink®: (], “Timeline®:

[{*id":"340", "play_scene_id":"223","model™:"darwin®, "items": [{"TimelineItem":
["id™:"1927","rimeline id":"3407, "start™:"1", "duration”:"2","citle”:"red”, "dasc™:"", "nodel”:"", "mod
el_id":"0", "image pach®:"",“ictem type®:"speech®, "Zilename®:"“}, "Recion®:{“command®:"Cred”}}}}.
["1d=:"341", "play_scene_id™:"223", "model”:"ascund”, "items":[]],

[*id®:*342%, "play_scens id®:"223%, "model®:"music®, "itema®:[]])]], ("FlayScena®:
{"1d":"224","play_id":"73", "scene_id":"225%, "driven_type":"b","top®:"391","left":"580", "description
=:null, "duration”:"5"], “Scene":

[“id®:"225%, "user_id":"14","cicle®:"blue®, "descriprion®:"","is public®:"0"}, "Play™:

{"1d":"73", "user_id":"14", "title”:"\uB272\uS361\ube2c\ubat6", "description™: "D, "cover_image":"\/upl
cads\/img\/play_cover\/14_1381478944.3pg", "ia_public™:"0",“darwin count":"1","bic_ceount”:"0", "newre
bot_count™:"0"}, "Fl ink"™: (], "Timeline”:

[("4d47:7343", "play_scene 1d™:"224", "model”™:"darwin®, "items”:[["Timelineltem™:

("id":"1928", "vimeline id":"343", "stert”:"1", "duration”;"2","title”:"blue”, "desc”:"", "model"™:"", "m0
del_id":*0", "image_path":"",“item_type":“speech”,*filename®;""},"Action”:(“command®:*Cblue*}}1},
[1d":*344", “play_scene id":"224%, "model”:“acund”, "icems™:[]},

[=1d™:"345", "play_scene_id":"224", "model”:"music”, "items": []}1}11}

“nodes™: B |
“PlayScene": & {_},
"Scene": @{._},
"Play":@[_},
“FlaySceneLink™: 8(2],
“Timeline*: B[

"idm:"337",

“play_scene_id":"221",
"model”: "darwin®

“icema*: & |

"TimelineItem™: &
192¢",
“timeline id*:"337",

“scarc®:

“image path .
“item Cype”:“speech”,
“filename®:

“hetion®:

“command™:"Ch

i
“Children*: @ [2]

Figure 3-17 The online JSON parser
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3.5 Screenplay Performance
This thesis, An Editorial Platform for Screenplay of Interactive Robotic Puppet
Shows (EPFS) is made up of two parts. the interactive screenplay authoring platform

(ISAP) and the mobile interpreter (M1), as shown in Figure 3-18.

Interactive Screenplay Authoring Platform (ISAP) Mobile Interpreter (MI)

Website

-
T e
e e TR
-

. Wireless Access Point.

U Smart Device with Androii

Tablet
Smartphone Computer/

3

Stream Socket
Y

Robotic Puppets

F "‘ -
1{_. o,
\_DARwin-OP Bioloid  NAO %fe

Audience

Figure 3-18 EPFS architecture

3.5.1 Interactive Screenplay Authoring Platform (1SAP)

I|SAP contains two parts: the website and the Node.js. This website was chosen

because it alows easy-access and friendly interface for users of different ages. The

main function of this website is to provide users with screenplay display, editing, and

storage.

The implementation of website follows MV C framework, which includes Model,

View and Controller as shown in Figure 3-19. Modd is only in charge of data
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structure from the rational database. View provides users with the visual interface of

the website by using HTML, CSS and JavaScript. Controller is the bridge between

Model and View, which is responsible for business logic and data control. Users can

access the website by using any device with a web browser to edit their own

screenplays. All of the details will be automatically stored in web server within

database.
( Model Database
Director
= Description of Write .
Data Structures [ Read |
8
W
2\ %
Z\\
N\

[ Controller ]

Request ; :
- ® Business Logic

.('f_._—
Response

= Data Control
= JavaScript J

Figure 3-19 Website based on MVC

A virtua IP (VIP) is assigned to the device with web browser and robotic

puppets when they are connected to the local network via Wi-Fi. In order to ddiver

the packet of the screenplay to robotic puppets that support VIP, The lite server,

Node,js, is built between the web browser and robotic puppets as depicted in Figure

3-20. Node,jsis a server-side scripting language based on JavaScript. It is designed to

easily develop network applications.
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Figure 3-20 ISAP architecture

Nodejs is a platform using V8 JavaScript Engine to utilize JavaScript scripts

without web browser. It also provides developers lots of APIs to build the real-time

network application. In spite of the fact that Node.js is single threaded, the event loop

and non-blocking operations allow users to implement the parallel processing [13].

With the assistance of Node.jsin ISAP, the two methods used for communication

are WebSocket and Stream Socket. “WebSocket is defined as a full-duplex single

socket connection between client and server for data exchange [14].

Once established, the WebSocket data frames can be sent back and forth between the

client (web browser) and the server (Node,js) in ISAP. In comparison to the polling,

the WebSocket establishes a continuous connection to increase the data transfer rate
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and reduce network latency, as shown in Figure 3-21 [14].

Polling
Request 1
Response 1
Request 2
Response 2
" Request n
Response n

- - - - =

[ rowser | | )

3 i [3: |3 |32 (3 i
-] e
g E E E E
g8 |9f |38 [8F |3F 8E
2 7 = = g ES S
= ¥
Browser
Time - - 50ms - 100ms - - 150ms - - 200ms - - 250ms - +

Figure 3-21 Polling and WebSocket latency comparison

On the other side, Stream sockets provide a bidirectional channel using TCP/IP
protocol to guarantee the clients receive the correct and unrepeated data in proper
order [15]. In this platform, the stream sockets are created to implement a channel
between the client (Node.js) and the servers (robotic puppets).

First, the Node.js application should be run as a Websocket server in the
background in order to start listening to the client-side web browser. Once the director
has selected a screenplay to play and has entered into the settings page with a web
browser, the WebSocket will be connected. After all of the settings including the IP
addresses and port numbers have been filled in and submitted by the director, the
browser will send a request to the web server for fetching the designated screenplay

that was formatted using JSON as shown in Figure 3-22.
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Interactive Screenplay Authoring Platform (ISAP)

Robotic
Puppets

DARwin-OP

Bioloid

Figure 3-22 The process of performing a screenplay

Next, the JSON file will be delivered to Nodejs server via WebSocket and

Figure 3-23 shows &fter the stream sockets have been created, the Node,js will

will be played by calling the external media software.
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interpreted level by level to read the settings and nodes object as shown in Figure

3-22 within this screenplay. In this step, the Node.js plays not only in the WebSocket

server but also in the stream socket client in order to connect to each robotic puppet

according to specific |P addresses and port numbers recorded in JSON file.

pick up the root scene, al of commands that belong to the timeline iterm will be set up

to be executed according to its designated delay time. Moreover, if the commands

belong to the robotic puppets, they will be taken into the socket array and sent to each

robotic puppet through the stream socket. The sound effects and music commands



Robotic Puppets

— | client Server [
Commands within I

Timeline Items

DarwlIn-OP’s Functions

Color Detection ]
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Motion —

Stream Socket
: Color Request / Respond
|

Bioloid’s Function

|
I
:< Stream Socket

Motion }

|
|
|
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[ Multi-threading [ ] Single-threading

Any Kind of Robot’s Functions

Figure 3-23 Command execution by Node.js via stream sockets

When the present scene has been finished, Node.js will check whether the scene
has children. If it does, the children scene will be performed. Scenes that have more
than two children will cause branching to occur as shown in Figure 3-24. In that case,
Nodejs will send a request to the DARwIN-OP robot to run the color-detection
function. After the user presents the color, the result will be send back to Nodejs in
order to select and perform the corresponding color children scene. If the color
distinction has failed three times, DARwIN-OP will return a signal to make Node.js
pick up one of the existing children randomly in order to guarantee the performance

process can continue. The whole processisillustrated in Figure 3-25.
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|
nodes settings

success

PN
IP  Port

e Ny
PlayScene Scene Play PlaySceneLink Timeline| Children

id play_scene_id modgl items

4 3 N nodes
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id play_scene_id model l!el’l:'ls
Figure 3-24 Multiple child nodes cause branching
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Figure 3-25 Node.js process
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In order to trandate different commands to specific robotic puppets through

stream sockets, EPFS has designed three different types of packets. Furthermore,

when the robots have received the packets, the command within each packet will be

extracted and executed by the related functions. The command with the type | packet

represents the motion page, line or file name defined by users. On the contrary, the

type Il and I11 packets contain the executable instructions.

(1) Typel

As shown in Figure 3-26. The first character in the packet is used as the identifier,

which alows DARwIN-OP to tell whether the command is applied to the motion,

walking or speech function. And the content of the command is attached to the

remaining part of the packet after the first character.

1 byte 2 511 bytes

Identifier (A) | Motion Page ‘
> 512 bytes <
~ 1 byte ~~ 511 bytes ~
| identifier (C) | Line \
0 A

512 bytes

Figure 3-26 The format of the type | packet

In addition, EPFS alows users to extend any kind of robotic puppet into the

platform for motion and speech arrangement. The new robot’s packet should follow

DARwIN-OP's format by using the first identifier character, and the remaining part of

the packet will contain the new robot’s motion and line command. In this platform,

the NAO robot is regarded as a new addition to the performance.
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(2) Typell

The Kinect-based motion files can be uploaded to the web server and performed

by DARwIN-OP. Each posture that is extracted from a motion file will be individually

written into a packet in sequence. Each packet is similar to DARwIN-OP because the

first identifier character is used and the remaining part stores the detailed commands

of the posture. Figure 3-27 shows that the first packet is designed by using the

character “N” and the amount of postures within remaining part of the buffer. The

other packet stores the detailed posture data with first character “B”.

P 1 byte ~ 511 bytes =
Identifier(N) Count of Postures
= 512 bytes ~
~ 1lbyte ~ 511 bytes <
Identifier(B,) ] Command of 1% Posture
: 512bytes  : i
| Identifier(B,) Command of N*' Posture

E ti Conti
Position Values of MX-28 2eriabad Ao Speed Values of MX-28
Time Bit

Figure 3-27 The format of the type Il packet

(3) Typelll

Figure 3-28 shows the packet that is designed to contain a single posture for

controlling Bioloid robots. The structure of the command packet follows the AX-12

actuator datasheet [16]. In this thesis, the 128 byte length packet consists of one byte

blocks such as OXFF, OXFF, Broadcasting ID, LENGTH, INSTRUCTION, and

CHECKSUM. The only exception is the PARAMETERS block which was calculated
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as having 120 bytes. In order to use the Synch Write instruction to control multiple
actuators at the same time, the INSTRUCTION block must be set to 0X83 and the

Broadcasting 1D block to OXFE [16].

120 bytes
r~ =\

Broadcasting WRITE DATA
OXFF OXFF D LENGTH | INSTRUCTION ADDRESS LENGTH PARAMETERS CHECKSUM
128 bytes

Figure 3-28 The format of the type Il packet

3.5.2 Mobilelnterpreter (MI)

In order to make the robotic puppet show more portable and easier to perform, an

Android application has been developed as a mobile interpreter (MI). This application

can be run on various Android devices such as atablet or a smartphone. Based on the

existing MV C framework, this interpreter can be regarded as a new View constructed

with the original Model and Controller. The benefit of using MV C framework is that

the separation of the patterns allows for the development be finished in a clear and

efficient way. Compared to ISAPR, the M1 is playing the role that is similar to the

combination of devices within a web browser and Node.js as show in Figures 3-29.

The major difference between ISAP and M1 is that the latter one only provides basic

functions including screenplay display and performance.
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Figure 3-29 MI architecture

Audience
The Android device and the robotic puppets are required to connect to awireless
LAN while performing. When the director has logged into the MI, the application will
update the list of screenplays from the web server via Internet. Once the director has
selected a screenplay to perform, the application will ask the web server again to
request the corresponding JSON formatted screenplay which is identical to the one
found in ISAP. Like the functions belonging to Node.js, the M| aso has the ability to
create stream sockets to communicate with each robotic puppet. The JSON file will be
interpreted into different commands and be sent to designated actors at specified times.
Furthermore, the sound effects and background music will be played by a built-in
function according to the file name of the music commands. While branching, the MI

can pick different story paths based on the results of the color detection process

completed by DARwIN-OP through the stream socket.
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3.6 HardwareArchitecture

For drama performances, the DARwIn-OP Bioloid and NAO robots are chosen as

the actors used in the EPFS because of their human-like appearance and

biped-walking features. Furthermore, both of them are supported by a Wi-Fi wireless

network that uses an open source character which allows programmers to easly

develop a given robots basic motions or even various new functions. Therefore these

robots are used in the fields of academic research, intelligent robotic competition and

entertainment.

3.6.1 DARwIn-OP

As shown in Figure 3-30 [17], DARwIN-OP is equipped with twenty Dynamixel

MX-28 servo actuators, a USB camera, MIC, speaker, and multiple I/O devices that

include HDMI and USB ports. The DARwIN-OP has the ahility to operate in real time,

and it also comes pre-installed with Ubuntu 9.04 operating system.

Figure 3-30 DARwIN-OP hardware
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3.6.2 Bioloid

The Bioloid consists of eighteen Dynamixel AX-12 servo actuators and unfixed

units, which are shown in Figure 3-31. The name Bioloid was chosen in the spirit of

that al of the main mechanisms of biological entities can be separated and

reassembled as depicted in Figure 3-32. This feature alows users to have the ability to

design their own robots that can adapt to a variety of different environments. For

instance, snake robots have the ability to climb poles and spider robots are able to trek

across uneven ground.

Figure 3-31 Front and rear view of Bioloid
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Figure 3-32 Bioloid applications
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In order to connect to the Wi-Fi network, the USR-WIFI232-2 module was

chosen to as a controller that was attached to the Bioloid's back, as seen in Figure

3-33. The module enables the Bioloid to perform actions depending on the

instructions which have been sent from the platform and transmitted to its AX-12

actuators via TX pin. There are two settings for USR-WIFI232-2, AP mode and

Station mode.

.........

Figure 3-33 Bioloid equipped with USR-WIFI232-2 module

3.6.3 NAO
NAOQO is highly efficient, programmable humanoid robot developed by Aldebaran
Robotics. It has been widely used in fields such as research, education and
entertainment. NA O robots have 25 degrees of freedom, and a variety of visual, audio,
language, movement coordination, and tactile sensors as shown in Figure 3-34 [18].
The sensors mentioned above and the strong, efficient design of the robot’s body
both contributed developers the ability to implement creative, powerful and reliable

applications based on NAO.
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Figure 3-34 Hardware framework of NAO

3.6.4 Smart Device

The smart and handheld device has become popular for daily human application.

Devices such as smartphones and tablets are usually equipped with a variety of useful

tools like cameras, touch panels, Wi-Fi, accelerometers and gyroscopes. Ml is

designed to allow users of all ages to play the screenplay for robotic puppet shows in

a fast and simple way. Therefore, the large size of the panel provides users with a

better experience while reviewing the list of screenplays and operating the robotic

puppet show. The operating system running on the devices plays an essential role for

application development and usage. Compared to the iOS, Android has less

restrictions and more market share since its features like free of charge, open source

and high degree-of-freedom.
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In addition, the device should support Wi-Fi in order to create the stream sockets
with robotic puppets. An mp3 encoder is aso needed to play the music applied to the
sound effects and background. For reasons outlined above, the ASUS MEMO Pad
FHD 10 seen in Figure 3-35 has been selected as the mobile controller for the robots.

Table 3-19 shows the main features of MEMO Pad FHD 10.

Figure 3-35 Appearance of ASUSMEMO Fad FHD 10

Table 3-19 The ASUS MEMO Pad FHD 10 product specification

Function Description

Operating System Android 4.2

Display 10.1" LED Backlight WUXGA (1920x1200) Screen
CPU Intel® Atom™ Z2560 Dual-Core, 1.6 GHz
Memory 2GB

Graphic PowerVR SGX 544MP

Wireless Data Network | WLANS802.11 a/b/g/n* 1
Bluetooth V3.0

Camera 1.2 MP Front Camera

5 MP Rear Camera with Auto focus
Audio Stereo Speakers with SonicMaster technology
Interface 2-in-1 Audio Jack (Head Phone/ Mic-in)

1x Micro USB

1 x Micro HDMI

3 x Micro SD Card Reader
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3.7 SoftwareArchitecture

3.7.1 DARwIn-OPAPI

DARwIN-OP is initialy installed with the Linux-like operating system named

Ubuntu, which is a stable, easy to maintain, open-source software. The functions of

the DARwIN-OP robot can be divided into two modes, multi-threading and

single-threading. The muliti-threading mode includes motion, walking, Kinect-based

representation and speech functions. On the other hand, color detection is developed

in single-threading. POSI X ( Portable Operating System Interface for UNIX ) defines a

standard threading library named Pthread which can be used for solving the lip

synchronization problem. In multi-threading mode, the Pthread library allows for four

functions to be run simultaneously. There are six steps to operating a thread, as

depicted in Figure 3-36. Stepl is to declare the ID and attribute of the thread, then its

attribute will be set to default values in step2. Most importantly, the attribute of thread

must be reset by calling the function named pthread attr _setdetachstate(). There are

two parameters, the attribute address and attribute value, both of them can be put into

the function. The value of the attribute can be divided into two parts :

PTHREAD_CREATE_JOINABLE and PTHREAD_CREATE_DETACHED.

PTHREAD _CREATE_JOINABLE represents the thread and is created in a

joinable state, which keeps its resource until other threads have been destroyed. On
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the contrary, PTHREAD CREATE_DETACHED allows the thread to be created in a
detached state, which will cause the thread to release its resources and destroy itself
when all of its processes have been completed. In the other words, when the thread is
created in a joinable state, the stream socket will get stuck unless all of the threads
have been destroyed. In steps 4, 5 and 6, a new detached thread is created that will
call and implement the corresponding function. In step 7 when the function finishes

its processes, the thread will automatically destroy itself.

start

! }

Stepl: Declare 1D and
attribute Step3: Call function

l ¥
Step2: Initialize default Step6: Implement the
attribute values function

h 4

Step3: Set attribute Step7: Destroy the thread
|

v ¥

Step4: Create a thread —— | End

Figure 3-36 The cycle of athread

On the contrary, the color detection function is developed in a single-threading,
in this way the color detection results can be sent back to the client. Below are the

specifications of the previously mentioned functions.
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(1) Basic Function

The basic function within DARwIN-OP can be divided into three parts. motion,

walking and speech functions. Once DARwIN-OP has received the type | packet, a

portion of the motion page or line will be extracted based on the identifier and

executed using its related functions. For example, if the packet iswritten as“A001”, it

means that the robotic puppet is requested to run the motion function in accordance

with the motion page (001) introduced in 3.3.1.

If the page number does not belong to the motion page, it will be trandated into

the units used to set the step valuesin the x axis for walking function use. In addition,

the step values in the x axis can be manipulated in order to adjust the walking style of

the robot. The range of the step values can be set from zero to thirty units. When the

value is equal to zero, this represents that the robot will march in place. On the other

hand, the greater value is, the longer the length of each step will be. If the step value

is greater than forty units, the DARwIN-OP will begin to walk unstably. ISAP has

provided the user with four walking fashions. marching in place (zero units), small

steps (10 units), big steps (20 units) and strides (thirty units). Furthermore, the

“Chello” packet tells DARwIN-OP to run the speech function in order to say the line

hello.
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(2) Kinect-based Representation

On the other hand, type Il packets will provide DARwIn-OP with sufficient
information to perform the Kinect-based representation. When DARwIN-OP receives
type 1l packets, it will reserve enough memory space to temporarily store the
following posture command by using the information that was received from the first
packet. Next, the following postures that contain actuator’s position, speed,
continuous_bit, and execution time will be utilized in representation. By doing so, the
key-poses captured by Kinect can be applied to the robotic puppet show.
(3) Color Detection Function

Once received the request from Node.js, the DARwIn-OP will execute the color
detection function to make meaningful decisions. Hue, being one of the main
properties of color, is used to implement the color detection function. CIE
(International Commission on [llumination) defined Hue as an “attribute of a visual
sensation according to which an area appears to be similar to one, or to proportions of
two, of the perceived colars red, yellow, orange, green, blue, and purple.” [19]. Figure
3-37 shows the hue unit degree is based on a scale from 0 to 360.

0 60 120 180 240 300 360

Figure 3-37 Hue scale
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During the process of color detection, DARwIN-OP will take an image via camera,
which is shown in Figure 3-38. Theimage is 320 pixels wide, 240 pixelstall and has a
total of 320x240 = 76800 pixels. Then an array is created that contains all of the
pixels in the function. Each element in the array represents a single pixel. The
function uses hue degrees to calculate the similarity between each single pixel’s hue
and the target color under a given tolerance. If more than sixty percent of the pixels
are found to be the same as the target color, the color card seen by DARwIN-OP will

be able to pinpoint the pixels that are the same color as the target color.

320 pixels wide

Figure 3-38 Image via camera

Table 3-20 shows the result of color detection experiment, which is used to detect a
red color that has a hue degree of zero. In addition, the vdid-color bit is designed to

check whether the given color isregarded as atarget color or not.
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Table 3-20 Result of color detection

Captured
Image

Color
Recognition

Amount of red

pixels 130/ 76800 10940 / 76800 25968 / 76800 46548 / 76800
/ total pixels
Valid-color bit Fase Fase Fase True

There are four magjor colors including: Red (O degree), yellow (55 degrees), green

(139 degrees) and blue (233 degrees), which correspond with the color cards the user

has presented.

3.7.2 NAO API

With the assistance of the middleware, NAOqi, the NAO is given the ability to

run a variety of functions such as motion and speech by using the related modules.

Since NAO isregarded as a new type actor in EPFS, it is supported by type | packets

when serving as a stream socket client. The command stored in the packet will be

extracted based on the identifier in order to execute a python motion file or run a

speech function with a line. Moreover, both of them are executed using

multi-threading in order to express the two different emotions at the same time.
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3.7.3 Tablet Computer

Android is an operating system based on Linux. It is mainly designed for mobile

devices such as smartphones and tablets. Android provides developers with plenty of

APIs to create different applications which can be perfectly matched with tools like

cameras, touch screens and sensors on smart devices. Figure 3-39 [20] shows that

Android contains three major layers. operating system, middleware, and applications.

The middleware can be divided in two parts, the lower part includes libraries and

virtual machine; the upper isfor application framework.

APPLICATIONS

Conrtacts Phone

APPLICATION FRAMEWORK

Window Content

ity Manag
Activity Manager Manager Providers

Telephony Resource Location Notification

Package Manager Manager Manager Manager Manager

LIBRARIES ANDROID RUNTIME

Surface Manager Medaa SQLite Core Libraries
Framewark

OpenGL | ES FreeType WebKit \L
|

SSL libe : ——

LINUX KERNEL

Flash Memory Binder (IPC)
Driver Driver

Camera Driver

WiFi Driver -:\’lll.l.ﬂ;? Power

3 Management

Figure 3-39 Android architecture

Unlike the normal way to program an Android application in JAVA language, the

Titanium Studio IDE provides user with exclusive APIs to develop cross-platform

applications by only using JavaScript, HTML, and CSS. The related Software

Development Kit (SDK) should be installed at first. Titanium will pack the mobile
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web application into the native application that can be run on Android, iOS or

Blueberry OS.

70



IV.IMPLEMENTATION

This chapter describes the implementation of the platform. In addition the
interface and the functions that belong to ISAP and MI are presented. Finally, the
improvements made in EPFS are compared to the previously proposed platforms that

were mentioned in the Related Works section.

4.1 Development Tools
(1) Sublime Text 2
Sublime Text 2 is a cross-platform text editor for coding based on Python. It's

available for Linux, Windows and OS X. Sublime Text 2 supports 27 programming
languages it also contains amini map in interface and many theme options. Moreover,
the main features, expandability and customization of Sublime Text allow users to
have the ability to install a variety of plugins when they need to make Sublime Text
more powerful. The plugins include programming language, theme, syntax highlight,
etc. Therefore, Sublime Text is chosen as the main development tool for programming
JavaScript, CSS, HTML and PHP languages. Below are the three steps to install
pluginsinto Sublime Text.

= Step 1: The manager of Sublime Text2 (packet control), should be installed

during the first usage. The process of copying the Python code is shown in
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Figure4-1[21].

Package Control

Figure 4-1 The process of copying the Python code

Step 2 : In Figure 4-2, Press Ctrl +" to access the console and paste the Python

code to install the manger and press Enter. Then restart the Sublime Text to

finish install ation.

Figure 4-2 Pasting the Python code into console

Step 3 : Press Ctrl + Shift + F to open the command pal ette and run the related

commands like install, remove or list package, as shown in Figure 4-3. Users

can type and install any plugin by first executing the command *“Install

package’.

T

Fie Edit Selection Find View Goto Took Project Pref

Figure 4-3 Run the rel ated commands via packet control
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(2) Titanium

In order to develop amobile application using experience in website devel opment,

Titanium is chosen as the IDE for programming on Android. First users need to

register to be a member and then log in to start using. Figure 4-4 shows that the

related SDK should be downloaded and installed to work with Titanium.

Platform Configuration n
Download, install, and configure required SDKs for the mobile platforms you want to develop for g 6‘@
7 Android tYet Configured Hide «
Android SDK Locatic  Chandroid-sdic-win Browse.
Android SDKs
+ Android 442 7 Android43  / Android 422 ¥ Android 412 Y Android 403 ¢ Androld 4.0
Android 3.2 Android 3.1 Android 3.0
< Android 233
;=. Blackberry Not Yet Conf 4 Settings
|- .
b Tizen et Settings
Loy
Hide Cancel

Figure 4-4 Android SDK installment

4.2 Implementation of | SAP

In order to build up a highly efficient and reliable web server, the LAMP
mentioned in 2.1 is taken to simultaneously give responses to numerous requests.
Furthermore, with the assistance of the hosting control panel: 1SPConfig 3, the
administrator of the website is given the ability to manage multiple servers such as
Apache, FTP (File Transfer Protocol ) , and database. The FTP server allows the
administrator to update or exchange files within the website, which make the

development and maintenance faster and easier.
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After setting up a website environment, this thesis has utilized arational database

as depicted in Figure 4-5 that provides users with a screenplay editing service and the

ability to record related data such as the screenplay details and user information.

items

+id

“play_scene_id
°model

users

°id

“username
?password
“manager

°id
*timeline id
°start
°duration
°title
°desc
°model
*model_id
°image_path
°item_type
°filename

plays

+id

*user_id

*title

°description
°cover_image
*is_public
°darwin_count
°bio_count
°newrobot_count

play_scenes

*id

play_id

SCenes

*id

cuser_id

°title

*description
°is public

H{°scene_id

°driven_type
“top

°left
*description
°duration

darwin_actions

°id

*title
°image_path
°description
¢ command
°duration
*speed
*group hash

bio_actions

°id

*title
°description
°image_path
¢ command
°duration

°duration count

play_scene_links

*id

*from_play_scene_id
°to play scene id

Figure 4-5 Entity relati onship diagram for EPFS database

new_robot_actions kinect_actions
°id °id

°title °user_id
°image_path *title
*description *description
°command ©image_path
°duration °command_file

“duration count

Thanks to the advantages gained by using the MVC pattern, this thesis has

utilized CakePHP [22] framework to construct the architecture of the platform. In

addition, the process of this website can beillustrated in Figure 4-6.
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and Stream sockets

Figure 4-6 Website flow chart

4.3 User Interface of ISAP
(1) Account Registration

As shown in Figure 4-7, users need to sign up for a new account, when they
login into the website for the first time. After the account information including user’s
name and password have been checked and accepted, the user will have the ability to
access the website.

Intelligent Robotics and Informatics System
AR R A RIS

Figure 4-7 Log into website
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(2) Home Page

Figure 4-8 shows when a user has logged into |SAF, the user is then led to the

main page. The main page shows an introduction of the different perf ormance robots

and their specific functions as well as a newsfeed which shows the latest functions

available on the website.

Figure 4-8 Home page

(3) User Tutorid
Here are some tips listed in order to help beginner users get familiar with

functions of ISAP step by step, as depicted in Figure 4-9.

Intelligent Robotics and Informatics System “
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Figure 4-9 User tutorial
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(4) Screenplay Settings

In Figure 4-10, users can edit personal screenplays. The screenplay title and
description need to be filled in by the user. In addition, the user also can pick a
corresponding picture as the cover of the screenplay, and then select how many robots

of each type are desired.

FEEE
B ETH SIS
BIAHE

SAFEE | wally robot jpg

FEIRERRER A - FLHY EAEEA
Rl R B RAER

WBARE
Darwin 1
Bioloid 1
New Robot 0
i
Figure 4-10 Screenplay creation

Then, the newest screenplay is shown on far left side of the row, as shown in
Figure 4-11. Moreover, in the new screenplay cover, the re-write and delete function
are provided in the top right-hand side. In the middle left-hand side, the letters “D”,
“B” and “N” represent DARwIn-OP, Bioloid and New-type robots which play rolesin
dramas. Once the number of robots within the screenplay has been decided, it cannot
be edited without deleting the entire screenplay. The title and the description of
screenplay need to be filled at the same time. Finaly, user can click the “edit” button

to get started designing the details of the play.
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Figure 4-11 List of screenplays

(5) Scene Establishment

A whole screenplay consists of many scenes. In dramas, scripted events happen
in linear sequences. On the other hand, if a user makes a meaningful choice that
causes branching, the action will be called non-linear [1]. ISAF allows users to add al
of the scenes that are needed in the screenplay, which include the initial, middle and
last scene. In Figure 4-12, when adding a new scene, the scene’s title and description
need to be filled in first, and the scene selector is used to choose what automation
mode and three-color card mode functions need to be utilized for the specific situation
at hand. Automation mode means the scene is linearly played in an automatic fashion.
In other words, the story can never be diversified. On the contrary, the color-card
mode allows audiences to use a color card which can be recognized by DARwIn-OP

and also can be used to pick different paths as the story progresses.
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Figure 4-12 Adding a new scene

As shown in Figure 4-13, a scene box has appeared to show that the new scene
has been successfully created, it has an automation mode or color-card icon on the top
left side. There is atooltip icon on the bottom of the scene box that allows the user to

see adescription of the scene.

Automation mode 0

tool(ip'ih
EEHFMAIRT - ERBAEODSEEE T AVAE - AR ETHY - CEEEERERS L -

Figure 4-13 Scene box functions

(6) Scene Editing

After creating a new scene, the user can double click on the scene to edit its

content. The scene-editing page is divided into three mgor divisions: the motion

library, music library, and the timeline, as shown in Figure 4-14. The motion library

provides many predefined postures and motions, which are classified as either robots

or Kinect motions. When dealing with DARwIN-OP and Bioloid robots, GIF images

are motions and JPEG images represent postures. The name of the motion and its

duration time will appear in front of the picture when mouse is placed on top of the

specific motion. Secondly, the music library has a diverse collection of sound effects
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and background music
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Figure 4-14 Scene-editing page

In Figure 4-14, the timeline consists of the sound effects, background music as
well as the motion and speech of each robot. Each scene only has one local timeline
based on seconds, which is designed to solve the problem of synchronization and
allow for each performance element to be precisely arranged. The files in the motion
and music library can be dragged into a specific track in order to add new event in the
timeline. Figure 4-15 (a) shows the user picking up a motion file and dragging it into
atrack. In the next step the motion file needs to be placed at the desired spot on the
timeline. Finaly, the new action appears with its name on the timeline along with a
box that represents the starting and ending time of the action, as depicted in Figure
4-15 (b). While taking files from the library the user must choose a file that matches

the picture on the left hand side of the specific track where the action will be placed
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on the timeline. For an instance, the DARwIN-OF files can only be dragged into the

DARwIN-OP track on the timeline. On the other hand, it is not possible to put music

files or other robots actions into the DARwIn-OP track. Only DARwIn-OP and

Bioloid robots are supported by Kinect, so Kinect files cannot be dragged into any

other kinds of tracks. Moreover, a user can cancel the action by double clicking on

the box that represents the action on the timeline.

Dawin | Bio New Kineat Daren | Bio New Kmea

(a) Dragging the motion file into atrack (b) New action box appears

Figure 4-15 Adding a new motion into atrack
Figure 4-16 shows that robots also have a speech function. If the user double
clicks on the blank area below the numbers the timeline a box will appear where the
user can type what he/she wants the robot to say. If the speech box needs to be deleted,

user can click the delete button on top right side.

B EN - ER O ER

. my name is darwin

4 1]

Figure 4-16 Speech function
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(7) The Relationship of Scenes

The content for a scene which the user has edited will be automatically stored in

a database. After finishing the content of single scene, the linking tool is used to

establish the relationships between all of the scenes in the screenplay. In Figure 4-17,

the user can drag the linking tools from the source scene to the target; after this action

is completed an arrow will appear between the two boxes signifying the completion of

the linking process. If the user decides to delete the arrow he/she can do so by double

clicking onit.
stepl
e g
\ e N
step2
- - N

Figure 4-17 Linking tool of scene

Figure 4-18 shows a scene box that has more than two child nodes in the next

level, which will cause branching at the end of the current scene. When an automatic

mode box is put on the same level with other color mode boxes, the automatic mode

will always be chosen and processed first.
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Figure 4-18 Branching

(8) Motion Management

In Figure 4-19, EPFS has provided the administrator of the website with the

ability to add or modify existing DARwIn-OP and Bioloid motions as well as any

type of performance robots with speech and motion functions like NAO. The GIF and

JPEG are both supported as the format of images in this platform to differentiate

whether this command is amotion or a posture.

Figure 4-19 Motion management page
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For instance, the administrator has the ability to add the DARwIN-OP motion by
setting the motion name, corresponding image, description and motion pages in three

different actuator speeds and times as shown in Figure 4-20.
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Figure 4-20 Motion adding page for DARwINn-OP

Figure 4-21 shows that the Bioloid motions can be added by setting the motion

name, corresponding image, description, and uploading the motion file.
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Figure 4-21 Motion adding page for Bioloid
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The new type robot motion can be added by finishing the different fields within

the page including the motion name, corresponding image, time, command (motion

file name preprogrammed within the robot), description and image addition (shown in

Figure 4-22), which helps the user add the new robots motion in a clear and simple

way.

F7I® New Robot B {E
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Figure 4-22 Motion adding page for new type robot

(9) Kinect-based Motion Uploading for DARwIN-OP

First the user needs to install the Kinect SDK. After the imitation program is

executed, the user’'s movement can be captured and recorded by Kinect. By uploading

the imitation texture file named “kinect.txt”, the user can add the motion into the

robotic puppet show as shown in figure 4-23.
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Figure 4-23 Uploading a Kinect-based motion file

(10) Performance Settings

There are three steps that need to be completed before robots can be put into
motion. Figure 4-24 shows that Node.js must be opened and left running in the
background. The next step is to select a screenplay and set up the IP address and port
number of each performance robot as depicted in Figure 4-25. Finally, press the start

button to start the screenplay.

o Administrator: @98 TRT - node appjs

Figure 4-24 Running Node.,js
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Figure 4-25 Setting |P addresses and port numbers

4.4 Android Application for Robotic Puppet Show

The application is mainly designed to make the show portable and accessible. It
gives users the basic ability to perform only by touching the panel of the smart device.
The tablet and performance robots should be connected a Wi-Fi network first. Once
the user has logged into the application, screenplays will be automatically updated
and downloaded from the ISAP website as shown in Figure 4-26. The application
allows users to select a desired screenplay to perform by setting up each puppet IP and
port number via stream socket. At the moment of branching, the application aso has
the ability to pick a different path for the story from the result of the color detection

function.
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Figure 4-26 Screenplay list on tablet

4.5 Improvement

There are six essentia parts of improvement in EPFS shown below and they will
be compared to the proposed platform | [9]and the proposed platform 11 [2][3].
(1) Casting the Robotic Actors

The previous work only provides users to control the default type robots in the
show. EPFS can support any kind of robot that has built-in motion and speech
functions. Users can upload or modify their own robot’s motion commands in this
platform; those commands and lines can be arranged into timelines within a
screenplay and be delivered to specific robots via sockets. In this way, users can

design a dynamic show with their desired performance robots.
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(2) Robotic Expression and Interaction Solution

The concept of using timelines within each scene to robotic expression and

interaction between robots, sound effects and background music in EPFS is similar to

how it is done by [9]. EPFS has developed visual timeline tracks within each scene

which allows users to edit the details of screenplays in a more accurate and simple

way.

(3) Effective Atmosphere

In stage, the entertainment elements such as lights, music and special effects are

essential parts of achieving a successful performance. In order to make robotic

puppets more vivid, facial icons have been presented on the panel of the smartphone

to express actor’s emotions [9]. EPFS utilizes sound effects and background music to

enhance the robotic puppets performance for the viewer’s pleasure.

(4) Dynamic Screenplays

In the proposed platforms [9][2][3], the robotic puppet show can only be

performed according to the sequential arrangement within a screenplay, no matter

whether the platform is event-driven or timeline based. In EPFS, the dynamic

screenplay divides the story into lots of scenes, each with a flexible timeline. The

order of those scenes can be easily arranged as the director desires by using GUI. Any

scene node having more than two children will create branching, which means that

89



users have been given the opportunity to influence the development of the story. By

doing so, even if the screenplay is performed many times, the plot could still be

diverse.

(5) Motion Library Extension

While editing a screenplay, the authoring tool allows users to adjust the posture

of robot by setting the parameters of the actuators [9]. On the other hand, the platform

[2] only provides users with default postures and motions to use. Compared to these

two proposal solutions, EPFS provide users with a more intuitive and simple way to

add new motions based on Kinect into the platform. In addition, different Kinect

based files can be shared between users. Hence, a variety of motions will make the

robotic puppets more vivid and pleasing to the audience.

(6) Mobile Application

Smart devices that run on Android applications are applied to the robotic puppet

show in the proposed platform [9], and EPFS. Both of the devices are responsible for

sending instructions to puppets via wireless technology such as Wi-Fi or Bluetooth.

The major difference is that the devices within the former platform [9] are used to

receive ingtructions that are extracted from the screenplay. It also allows robots to

implement motion, speech and facial expression functions. Thankfully, popular

performance robots have built-in controllers which have turned smart devices into
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screenplay interpreters and plot controllers in EPFS. Moreover, the device (tablet

computer) also has the ability to synchronously play sound effects and background

music. Therefore, Aslong as the Android devices and the robotic actors are connected

to Wi-Fi, robotic puppet shows can be performed anytime. Table 4-1 shows the

comparison between previous work and EPFS.

Table 4-1 Comparison between proposed platforms|, 11 and EPFS

Platform roposed platform | roposed platform |1 EPFS

Function Prop P Prop P

o DARwIn-OP _
Type of Robots Bioloid Any kind

NAO

Voca Expression Yes Yes Yes
Web-based Authoring Yes Yes Yes
Driven Type Timeline Event Timeline
Expression in Motion

Yes Yes Yes
and Speech.
Interaction between
Robots, Sound Effects Yes No Yes
and Background Music

. . . Sound effects
Effective Atmosphere Facial Expression No _
Background Music

Dynamic Interaction No No Yes
Motion Extension Only Posture No Yes
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V. CONCLUSION AND FUTURE WORK

5.1 Conclusion

This thesis provide user with a GUI to edit personal screenplays rather than a

redundant and complicated way to control the robotic puppets. The screenplays

created by the director can be performed with not only robotic puppets but also

entertainment elements such as sound effects and background music. The addition of

new robot types and the extension of motion library features make this platform more

flexible and functional. The audience can interact with robotic puppets by using

dynamic screenplays which gives users the opportunity to not only be a viewer but

also to participate in the shows. For example, even young users who may not have the

ability to edit the details of screenplays; still can make interactions with robotic

puppets while branching. Thanks to the web based architecture, EPFS can be accessed

by any devices with a web browser or smart devices connected to Wi-Fi for breaking

the physical restrictions. As a result, the robotic puppet show can be presented any

place any time and will surely entertain any audience.
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5.2 FutureWork

In spite of the fact that EPFS has many useful functions, there are still some parts

that can be improved or modified in the future. Three possible changes are described

bel ow.

(1) Diverse Ways for Users to Interact with Robots

In EPFS, the decisions for branching are made based on the result of color

detection by DARwIN-OP. Presenting different colors in front of DARwIn-OP's

camerais direct and simple but it still causes some inconveniences because the user

still needs to prepare additional color cards or operate the panels on the smart devices

to display the colors. Therefore, in order to make the interaction more convenient, the

color detection may be substituted for face or voice recognition. By doing so, more

interesting and significant scenario could be created when the audience interacts with

robotic puppets.

(2) More Performance Element

Sound effects and background music have been played in the show performance

in order to enhance dramatic tension. In the real world, a huge screen is commonly

used in concertsto project real-time videos and create an effective atmosphere.

Thus, the video can also be applied to the robotic puppet show to make the

performance more attractive and complete. The additional timeline track can be added
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within a scene to record the video arrangement, and the designated videos will be
synchronized with the robotic puppets, sound effects and music. Next, the video will
be played with a monitor or on the panel of smart device behind the robotic puppets.
(3) Key-pose Reduction

The Kinect-based motion files can be uploaded to EPFS in order to extend the
robot motion library. But there are still a portion of redundant postures that are
regarded as key-poses and recorded in the files. If the problem above could be solved,
then the size of motion files will become smaller, due to the fact that the redundant

postures will be filtered out. By doing so, the system resource and storage space can

be saved.
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