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MOTION TRACKING AND IMAGE 
RECOGNITION OF HAND GESTURESTO 

ANIMATEA DIGITAL PUPPET, 
SYNCHRONIZED WITH RECORDED AUDIO 

BACKGROUND 

0001 Real life puppet shows are a popular source of enter 
tainment for children and can be performed by placing a sock 
over a person's hand to impersonate a character. Puppet 
shows give children the ability to dress socks up to look like 
their favorite characters, and using their fingers and thumb, 
children are able to move the mouth of the sock character 
while giving a narrative in order to create the puppet show. 
However, this form of entertainment has started to become 
less popular for children, who are now looking to the digital 
world for new forms of entertainment. 
0002 Interactive digital storybook applications for 
phones and computers are also very popular with children and 
allow children to create puppet shows using their favorite 
characters. Children are able to create and record puppet 
shows by moving 2-D cutouts of their favorite characters 
around a scene, while at the same time narrating the charac 
ters to give the characters a voice. When a child is finished 
recording the puppet show, the child can playback the puppet 
show to entertain friends and family. This gives children the 
experience of creating their very own animated story. How 
ever, these interactive digital storybook applications can be 
very limited by their simplicity in that they only allow chil 
dren to move 2-D characters around a scene while narrating 
the puppet show. AS Such, any gestures made by the children, 
like Sockpuppets in the physical space, have no impact on the 
animation of the characters in the puppet show. 

SUMMARY 

0003. The present disclosure is directed to the animation 
of a digital puppet on a device using hand gestures synchro 
nized with recorded audio, Substantially as shown in and/or 
described in connection with at least one of the figures, as set 
forth more completely in the claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0004 FIG. 1 presents a system for creating a digital puppet 
show using a device, according to one implementation of the 
present disclosure. 
0005 FIG. 2 presents a device that includes a display for 
creating a digital puppet show, according to one implemen 
tation of the present disclosure. 
0006 FIG. 3A presents a first example of a hand gesture 
for animating a digital puppet, according to one implementa 
tion of the present disclosure. 
0007 FIG. 3B presents a second example of a hand ges 
ture for animating a digital puppet, according to one imple 
mentation of the present disclosure. 
0008 FIG. 3C presents an example of using a physical 
accessory with a hand gesture for animating a digital puppet, 
according to one implementation of the present disclosure. 
0009 FIG. 4 shows a flowchart illustrating a method for 
creating a digital puppet show, according to one implemen 
tation of the present disclosure. 

DETAILED DESCRIPTION 

0010. The following description contains specific infor 
mation pertaining to implementations in the present disclo 
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Sure. The drawings in the present application and their accom 
panying detailed description are directed to merely 
exemplary implementations. Unless noted otherwise, like or 
corresponding elements among the figures may be indicated 
by like or corresponding reference numerals. Moreover, the 
drawings and illustrations in the present application are gen 
erally not to Scale, and are not intended to correspond to actual 
relative dimensions. 
0011 FIG. 1 presents a system for creating a digital puppet 
show using a device, according to one implementation of the 
present disclosure. FIG. 1 includes device 110, microphone 
150, camera 160, and user 170. Device 110 includes proces 
sor 115, display 116, speaker 117, memory 120, and input 
device 125. Memory 120 includes digital puppet application 
120, which includes character model data 131, motion track 
ing algorithm 132, and digital data 133. Digital data 133 
includes (X,Y,Z) coordinate data 134, rotation data 135, and 
mouth control data 136. Microphone 150 includes audio data 
155. Camera 160 includes motion data 165. User 170 
includes voice 171 and gesture 172. 
0012 Device 110 may comprise a personal computer, a 
mobile phone, a tablet, a video game console, or any other 
device capable of executing digital puppet application 130 in 
memory 120. As shown in FIG.1, device 110 includes display 
116, speaker 117, and input device 125. Input device 125 may 
comprise, for example, a keyboard, a mouse, a game control 
ler, a touch-screen input, a thermal and/or electrical sensor, or 
any other device capable of accepting user input for use with 
device 110. Display 116 may comprise a liquid crystal dis 
play (LCD) screen built into device 110. In alternative imple 
mentations of the present disclosure, display 116 may be 
another type of display hardware, such as cathode-ray tubes 
(CRT) monitors. In yet other implementations, display 116 
may also be touch sensitive and may serve as input device 
125. Moreover, display 116, speaker 117, and input device 
125 may be externally attached to device 110 through physi 
cal or wireless connection. 
(0013 Device 110 further includes processor 115 and 
memory 120. Processor 115 may be configured to access 
memory 120 to store received input or to execute commands, 
processes, or programs stored in memory 120. Such as digital 
puppet application 130. Processor 115 may correspond to a 
processing device. Such as a microprocessor or similar hard 
ware processing device, or a plurality of hardware devices. 
However, in other implementations processor 115 refers to a 
general processor capable of performing the functions 
required of device 110. Memory 120 is capable of storing 
commands, processes, and programs for execution by proces 
sor 115. Memory 120 may be instituted as ROM, RAM, flash 
memory, or any sufficient memory capable of storing a set of 
commands. In other implementations, memory 120 may cor 
respond to a plurality memory types or modules. Memory 120 
may also be protected to prevent outside manipulation of 
memory 120 or specific portions of memory 120. 
0014. The following implementations are directed 
towards the animation of a digital puppet on device 110. 
However, the present disclosure is not just limited to animat 
ing a digital puppet on device 110. In one implementation, the 
present disclosure can be used to control players in video 
games. Still in other implementations, the present disclosure 
can be used for any application that can be executed using 
motion tracking on the gestures of the user. 
0015. According to the implementation of FIG. 1, camera 
160 captures gesture 172 from user 170 as motion data 165. 
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Gesture 172 can include any body movement from user 170 
that is used to animate a digital puppet, Such as, but not limited 
to, hand gestures or full body gestures. Camera 160 then 
transmits motion data 165 to device 110 for processing. In 
other implementations, camera 160 may not be separate from 
device 110 and may be physically attached or built into device 
110. In such implementations, processor 115 of device 110 
directs camera 160 to capture gesture 172 from user 170. 
0016. It should be noted that the implementation of FIG. 1 
only includes one user 170 making one gesture 172, however, 
the implementation of FIG. 1 is not limited to only one user 
170 and one gesture 172. In other implementations, user 170 
may make more than one gesture. For example, user 170 may 
use both his right hand and his left hand to make gestures. In 
Such an example, as will be discussed below with moving a 
digital puppet, camera 160 can capture both a gesture made 
by the right hand of the user and a gesture made by the left 
hand of the user. As such, the user can create his digital puppet 
show using two separate puppets. Still, in other implementa 
tions, there may be more than just one user making gestures. 
For example, camera 160 can capture gestures made by more 
than one person and each person can control his or her own 
digital puppet with the captured gestures. In such an example, 
a group of users together can create a puppet show with 
multiple digital puppets. 
0017. Once motion data 165 is received by device 110, 
processor 115 of device 110 can access digital puppet appli 
cation 130 stored in memory 120. Processor 115 can then 
execute motion tracking algorithm 132 to translate motion 
data 165 into digital data 133. Processor 115 of device 110 
can then output digital data 133 to animate a digital puppet on 
display 116, as described in more detail with regard to FIG. 2. 
0018. As illustrated in FIG. 1, digital data 133 includes 
(X,Y,Z) coordinate data 134, rotation data 135, and mouth 
control data 136. (X,Y,Z) coordinate data 134 gives the posi 
tion coordinates for the digital puppet on display 116. For 
example, (X,Y,Z) coordinate data 134 might cause the digital 
puppet to be displayed on the left, middle, or right of display 
116. Furthermore, (X,Y,Z) coordinate data 134 might cause 
the digital puppet to be displayed as a closeup on display 116. 
or display the digital puppet so that the digital puppet looks 
far away on display 116. However, the examples described 
above are not limiting and (X,Y,Z) coordinate data 134 can 
cause the digital puppet to be displayed anywhere on display 
116 using 3-D coordinates. 
0019 Rotation data 135 is used to give the orientation of 
the digital puppet on display 116. For example, if user 170 is 
using hand gestures to animate the digital puppet on display 
116 and user 170 turns his or her hand to the left, the head of 
the digital puppet displayed on display 116 will turn to the left 
to match the rotation of gesture 172 made by user 170. For 
another example, if user 170 repeatedly makes the gesture of 
up and down rotations with his or her hand in front of camera 
160, the head of the digital puppet on display 116 will repeat 
edly rotate up and down to follow the gesture of user 170. 
However, the implementations described above are not lim 
iting and the digital puppet displayed on display 116 can be 
rotated to match any orientation of gesture 172 being per 
formed by user 170. 
0020 Mouth control data 136 is used to control the mouth 
of the digital puppet being animated on display 116. For 
example, and sticking with user 170 making hand gestures in 
front of camera 160, the fingers and thumb of user 170 can 
operate as the mouth of the digital puppet. As such, if user 170 
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closes his or her hand so that all four fingers and the thumb 
meet at one point, the mouth of the digital puppet would be 
displayed in a closed position. Next, if user 170 opens his or 
her hand so that the four fingers and thumb are separated from 
each other, the mouth of the digital puppet will be displayed 
in the open position, so as to match gesture 172 being per 
formed by user 170. This type of mouth control will be more 
clearly described below, with reference to FIGS. 3A-3C. 
0021 Digital puppet application 130 also includes char 
acter model data 131. Character model data 131 includes 3-D 
model data for each of the various digital puppets from which 
user 170 can select to create a 3-D digital puppet show. For 
example, ifuser 170 wants to createa Cinderella puppet show, 
character model data 131 will include 3-D model data for the 
different characters of Cinderella. Such digital puppets could 
include Cinderella, the Fairy Godmother, and Prince Charm 
ing. User 170 is thenable to view the characters of Cinderella 
and select a digital puppet of choice using input device 125. 
However, the present disclosure is not limited to just Cinder 
ella characters. In other implementations, character model 
data 131 includes 3-D model data for any character user 170 
wishes to animate. 
0022. The system of FIG. 1 further includes microphone 
150. Microphone 150 records voice 171 of user 170 as audio 
data 155 in real time. Voice 171 can include a spoken word or 
a series of spoken words that make full sentences. Also, Voice 
171 does not have to be spoken using English words, and can 
be spoken in any language native to user 170. Furthermore, 
voice 171 does not have to include actual words, but can 
include any type of sound made by user 170. Once micro 
phone 150 captures audio data 155 from user 170, micro 
phone 150 transmits audio data 155 to device 110. In other 
implementations, microphone 150 may not be separate from 
device 110 and may be physically attached or built into device 
110. In such implementations, processor 115 of device 110 
directs microphone 115 to record voice 171 of user 170. 
(0023. Once audio data 155 is received by device 110, 
device 110 plays audio data 155 using speaker 117 while at 
the same time animating the digital puppet on display 116. In 
one implementation, audio data 155 may be time marked to 
match the animations of the digital puppet, so as to better 
synchronize the audio with the animation of the digital pup 
pet. By synchronizing audio data 155 with the animation of 
the digital puppet on display 116, user 170 has used device 
110 to create a 3-D digital puppet show. Furthermore, in other 
implementations as described in more detail with reference to 
FIG. 2 below, user 170 may be able to record the 3-D digital 
puppet show for playback at a later time, such as to show 
friends or family. This provides user 170 with to ability to 
create a 3-D animated puppet show using his or her selected 
digital puppet. 
0024 FIG. 2 presents a device that includes a display for 
creating a digital puppet show, according to one implemen 
tation of the present disclosure. FIG. 2 includes device 210. 
Device 210 includes display 216, digital puppet application 
230, microphone 250, voice recognition 256, camera 260, 
and recorded video 290. Display 216 includes virtual space 
217, which includes digital puppet 218. Digital puppet appli 
cation 230 includes motion tracking algorithm 232 and digital 
data 233. Microphone 250 includes audio data 255. Camera 
260 includes motion data 265. Recorded video 290 includes 
digital puppet show 295. 
(0025. With regards to FIG.2, it should be noted that device 
210, display 216, digital puppet application 230, microphone 
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250, and camera 260 correspond respectively to device 110. 
display 116, digital puppet application 130, microphone 150, 
and camera 160 from FIG. 1. Furthermore, motion tracking 
algorithm 232 and digital data 233 correspond respectively to 
motion tracking algorithm 132 and digital data 133 from FIG. 
1. Additionally, elements such as processor, memory, 
speaker, input device, (X,Y,Z) coordinate data, rotation data, 
mouth control data, and character model data have been 
removed from FIG. 2 for clarity purposes. 
0026. As illustrated in FIG. 2, display 216 includes digital 
puppet 218 in virtual space 217. Virtual space 217 may 
include a background selected by a user of digital puppet 218, 
which can be customized by the user to fit the type of puppet 
show that the user is trying to create. For example, if the user 
is trying to create a puppet show using a Cinderella puppet, 
the user can select a palace as virtual space 217 so that 
Cinderella is being animated with a palace background. Fur 
thermore, virtual space 217 can also be chosen by the user to 
be three-dimensional. For example, and sticking with the 
example of the user animating Cinderella in front of a palace, 
the user may choose to animate Cinderella in front of a three 
dimensional palace background. This gives the user the abil 
ity to customize the background of the puppet show, creating 
more excitement for the user. 

0027. As shown in the implementation of FIG. 2, micro 
phone 250 and camera 260 are both physically built into 
device 210. As such, a processor of device 210, such as 
processor 115 of FIG. 1, can activate microphone 250 to 
record audio data 255 and activate camera 260 to capture 
gestures of a user as motion data 265. However, as discussed 
above with reference to FIG. 1, in other implementations, 
both microphone 250 and camera 260 may be separate from 
device 210. In those implementations, both microphone 250 
and camera 260 may be externally connected to device 210 by 
a physical or wireless connection. 
0028 FIG. 2 illustrates camera 260 that includes motion 
data 265. As discussed in FIG. 1, camera 260 captures ges 
tures from a user as motion data 265. These gestures can 
include full body gestures of the user orjust hand gestures of 
the user. After motion data 265 has been captured by camera 
260, motion data 265 is transmitted to motion tracking algo 
rithm 232 of digital puppet application 230. Motion tracking 
algorithm 232 then translates motion data 265 into digital 
data 233. As previously discussed with reference to FIG. 1, 
digital data 233 may include (X,Y,Z) coordinate data 134, 
rotation data 135, and mouth control data 136. After motion 
tracking algorithm 232 has finished translating motion data 
265 to digital data 233, digital data 233 is output to display 
216 to animate digital puppet 218 being displayed in virtual 
space 217. 
0029 FIG. 2 further illustrates microphone 250. As dis 
cussed in FIG. 1, microphone 250 records the voice of the 
user or sounds made by the user as audio data 255. Audio data 
255 can then be transmitted from microphone 250 and com 
bined with the animation of digital puppet 218 in virtual space 
217 of display 216. Audio data 255 is then played on a speaker 
of device 210 and synchronized with the animation of digital 
puppet 218. In one implementation, as discussed above, audio 
data 255 is time marked to better synchronize the audio with 
the animation of digital puppet 218. By Synchronizing the 
audio with the animation of digital puppet 218, the user is 
given the experience of creating his or her own 3-D digital 
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puppet show, where digital puppet 218 is animated with the 
gestures of the user while at the same time speaking with the 
voice of the user. 
0030. Also illustrated in FIG. 2 is voice recognition 256. 
After microphone 250 records the voice of the user as audio 
data 255, audio data 255 is further transmitted to voice rec 
ognition 256. Voice recognition 256 can then search for com 
mand words in audio data 255 and translate the command 
words into voice command data 257. Voice command data 
257 can then be output on the display to animate digital 
puppet 218, in a similar fashion as digital data 233. For 
example, Such command words might include “smile' or 
"frown.” If voice recognition 256 recognizes either the word 
“smile' or “frown' from audio data 255, voice recognition 
256 can translate “smile' or "frown' into voice command 
data 257 to be used to animate digital puppet 218. As such, if 
the user of device 210 says the word “smile this will cause 
digital puppet 218 to smile in virtual space 217. Furthermore, 
if the user says the word "frown,” this will cause digital 
puppet 218 to frown in virtual space 217, thus, giving the user 
more control of digital puppet 218 in virtual space 217. How 
ever, it is noted that the command words for Voice recognition 
256 are not just limited to “smile' and “frown.” In other 
implementations, the user can use any number of action 
words to control the facial expressions of digital puppet 218. 
Furthermore, command words may also include words that 
animate more thenjust the facial expressions of digital puppet 
218. For example, command words might control the body 
movements of digital puppet 218, such as to make digital 
puppet 218 “raise both arms’ or “turn to a new direction.” 
0031. Further illustrated in FIG. 2 is recorded video 290. 
Recorded video 290 can record the animation of digital pup 
pet 218 in virtual space 217 along with audio data 255, and 
save it as digital puppet show 295 in the memory of device 
210, such as memory 120 of FIG. 1. In this way, the user is 
able to record digital puppet show 295 for playback at a later 
time. Such as to show family and friends. This gives the user 
the ability to create a 3-D animated puppet show using digital 
puppets. 
0032 FIGS. 3A-3C present examples of using hand ges 
tures to animate a digital puppet on a device, according to one 
implementation of the present disclosure. As illustrated in 
FIGS. 3A-3C, the user is using his or her hand to make 
gestures to animate the digital puppet. As such, the hand of the 
user corresponds to the head of the digital puppet, with the 
fingers and thumb corresponding to the mouth of the digital 
puppet. However, as discussed above, the user is not limited to 
only using hand gestures to animate the digital puppet. 
0033 Moving to FIG. 3A, FIG. 3A presents a first 
example of a hand gesture for animating a digital puppet, 
according to one implementation of the present disclosure. 
FIG.3A includes gesture 372A and digital puppet 318A. With 
regards to FIG. 1 and FIG. 2, it should be noted that gesture 
372A corresponds to gesture 172 of FIG.1, and digital puppet 
318A corresponds to digital puppet 218 of FIG. 2. 
0034. As illustrated in FIG.3A, gesture 372A includes the 
user pinching his or her four fingers and thumb in a closed 
position, so that the fingers and thumb come together at a 
point. This gesture corresponds to animating digital puppet 
318A with a closed mouth. Furthermore, as illustrated in FIG. 
3A, the hand of the user would be pointed straight at the 
camera. Thus, digital puppet 318A would be animated look 
ing directly at the user in the display, Such as display 116 from 
FIG. 1 or display 216 from FIG. 2. 
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0035 Moving to FIG. 3B, FIG. 3B presents a second 
example of a hand gesture for animating a digital puppet, 
according to one implementation of the present disclosure. 
FIG.3B includes gesture 372B and digital puppet 318B. With 
regards to FIG. 1 and FIG. 2, it should be noted that gesture 
372B corresponds to gesture 172 of FIG. 1, and digital puppet 
318B corresponds to digital puppet 218 of FIG. 2. 
0036. As illustrated in FIG. 3B, the user has now making 
gesture 372B by opening up his or her hand, so that the fingers 
and the thumb are separated from each other. Gesture 372B 
causes digital puppet 318B to be animated with an open 
mouth, so that digital puppet 318B matches gesture 372B. 
Furthermore, in one implementation, digital puppet 318B 
will match gesture 372B using degrees of how far the hand is 
open or close. For example, if the user only opens his or her 
hand a little bit, so that the fingers are close to the thumb, then 
the mouth of digital puppet 318B will also only open a little 
bit to match the close separation of the fingers and thumb. 
However, if the user opens his or her hand wider, so that the 
fingers get further apart from the thumb, then the mouth of 
digital puppet 318B will continue to further open, so as to 
match the greater separation of the fingers and thumb. 
0037 Moving to FIG.3C, FIG.3C presents an example of 
using a physical accessory with a hand gesture for animating 
a digital puppet, according to one implementation of the 
present disclosure. FIG.3C includes gesture 372C and digital 
puppet 318C. Gesture 372C includes physical accessory 373. 
With regards to FIG. 1 and FIG. 2, it should be noted that 
gesture 372C corresponds to gesture 172 of FIG.1, and digital 
puppet 318C corresponds to digital puppet 218 of FIG. 2. 
0038. As illustrated in FIG.3C, gesture 372C includes the 
user having his or her hand in the closed position, as was 
previously shown in FIG. 3A. However, FIG. 3C illustrates 
the user using physical accessory 373 to make gesture 372C. 
Physical accessory 373 in FIG. 3C is a hand puppet that the 
user can place over his or her hand. Furthermore, physical 
accessory 373 is made to resemble digital puppet 318C, 
which is a frog in the example illustrated in FIG. 3C. How 
ever, it is noted that physical accessory 373 is not limited to 
just a hand accessory that looks like a frog. In other imple 
mentations, the physical accessory can be made to resemble 
any digital puppet that the user wishes to animate. Further 
more, the physical accessory is not just limited to hand pup 
pets, but can also include other accessories, such as toys, 
clothing, or any other physical accessory that a camera can 
capture to create motion data. 
0039. In one implementation, physical accessory 373 can 
be a hand puppet that the user purchases in order to animate 
digital puppet 318C. In this way, the user can purchase dif 
ferent hand puppets corresponding to different digital pup 
pets. When the user purchases one of these hand puppets, the 
digital puppet corresponding to the purchased hand puppet 
can be unlocked, giving the user the ability to animate the 
newly unlocked digital puppetona device. For example, if the 
user wants to create a 3-D animation puppet show using a 
Cinderella digital puppet, the user would have to purchase the 
Cinderella hand puppet in order to unlock the Cinderella 
digital puppet. However, in other implementations, the hand 
puppet could be a general hand puppet that is used to animate 
any digital puppet selected by the user. In such implementa 
tions, the user would not have to purchase the hand puppet 
corresponding to the digital puppet in order to unlock the 
digital puppet. 
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0040 Physical accessory 373 may further include digital 
markers. The digital markers may be used to assist the motion 
tracking algorithm to track the gestures of the user. This can 
be accomplished by placing any number of digital markers on 
physical accessory 373, which are then captured by the cam 
era and used to assist the motion tracking algorithm in trans 
lating motion data into digital data. In this way, the animation 
of digital puppet 318C can more closely match gestures made 
by the user. However, physical accessory 373 does not have to 
include the digital markers and can just be a fun accessory for 
the user to utilize while animating digital puppet 318C. 
0041 FIG. 4 shows a flowchart illustrating a method for 
creating a digital puppet show, according to one implemen 
tation of the present disclosure. The approach and technique 
indicated by flowchart 400 are sufficient to describe at least 
one implementation of the present disclosure, however, other 
implementations of the disclosure may utilize approaches and 
techniques different from those shown in flowchart 400. Fur 
thermore, while flowchart 400 is described with respect to 
FIGS. 1 and 2, the disclosed inventive concepts are not 
intended to be limited by specific features shown and 
described with respect to FIGS. 1 and 2. Furthermore, with 
respect to the method illustrated in FIG. 4, it is noted that 
certain details and features have been left out of flowchart 400 
in order not to obscure the discussion of inventive features in 
the present application. 
0042. Referring now to flowchart 400 of FIG.4, flowchart 
400 includes presenting a number of digital puppets to a user 
(410). For example, processor 115 of device 110/210 can 
execute character model data 131 of digital puppet applica 
tion 130/230 stored in memory 120. Character model data 
131 includes several different digital puppets corresponding 
to different characters for which the user 170 can select from. 
Processor 115 can then present the different digital puppets to 
user 170 on display 116/216. In one implementation, display 
116/216 might display all of the digital puppets to user 170 at 
the same time. In other implementations, display 116/216 
might only display one digital puppet to user 170 and user 170 
might use input device 125 to scroll through the different 
digital puppets. 
0043 Flowchart 400 also includes receiving a user input 
selecting a digital puppet from the number of digital puppets 
(420). For example, user 170 can use input device 125 of 
device 110/210 to select a digital puppet from the number of 
digital puppets presented to user 170 on display 116/216, 
Such as digital puppet 218. Furthermore, in one implementa 
tion, user 170 may select more than one digital puppet from 
the number of digital puppets. 
0044 Flowchart 400 also includes presenting the selected 
digital puppet to the user (430). For example, user 170 might 
have selected digital puppet 218 from the number of digital 
puppets. Processor 115 may then present digital puppet 218 
on display 116/216 for user 170. In the implementations 
where user 170 selects more than one digital puppet, proces 
sor 115 might presentall of the selected digital puppets to user 
170 on display 116/216. 
0045. Flowchart 400 also includes receiving audio data 
and motion data from the user, the motion data corresponding 
to a gesture from the user (440). For example, processor 115 
may activate microphone 150/250 to record audio data 
1551255 corresponding to voice 171 of user 170. As dis 
cussed above, voice 171 may be spoken words from user 170 
or sounds made by user 170. Processor 115 may also activate 
camera 160/260 to capture motion data 165/265 correspond 
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ing to gesture 172 of user 170. Gesture 172 may include full 
body movement by user 170 or simply hand gestures made by 
user 170. In one implementation as discussed above with 
reference to FIG. 3C, user 170 may perform gesture 372C 
using physical accessory 373. 

004.6 Flowchart 400 also includes translating the motion 
data into digital data using a motion tracking algorithm (450). 
For example, processor 115 can execute motion tracking 
algorithm 132/232 of digital puppet application 130/230 to 
translate motion data 165/265 into digital data 133/233. In 
one implementation, digital data 133/233 can include (X,Y,Z) 
coordinate data 134, rotation data 135, and mouth control 
data 136. In such an implementation, (X,Y,Z) coordinate data 
134 controls the position of digital puppet 218 in virtual space 
217 being displayed on display 116/216. Rotation data 135 
controls the orientation of digital puppet 218 in virtual space 
217. For example, rotation data 135 might control digital 
puppet 218 to look left or right. Finally, mouth control data 
136 controls the mouth of digital puppet 218 in virtual space 
217. For example, mouth control data 136 might cause the 
mouth of digital puppet 218 to open or close. Furthermore, in 
one implementation, mouth control data 136 might include 
different opening degrees for the mouth of digital puppet 218. 
In Such an implementation, mouth control data 136 might 
cause the mouth of digital puppet 218 to open just a little bit 
if user 170 barely opens his or her hand, or might cause the 
mouth of digital puppet 218 to open wide if user 170 fully 
opens his or her hand. 
0047 Flowchart 400 also includes animating the digital 
puppet on a display using the digital data and the audio data 
(460). For example, processor 115 might output digital data 
133/233 to animate digital puppet 218 in virtual space 217 of 
display 116/216. Furthermore, in implementations where 
voice recognition 256 is being used, processor 115 might 
output voice command data 257 to further animate digital 
puppet 218 on display 116/216. Processor 115 also outputs 
audio data 155/255 using speaker 117, the audio being com 
bined and synchronized with the animation of digital puppet 
218 on display 116/216. 
0048 Moreover, besides just playing a digital puppet 
show on display 116/216, processor 115 might execute 
recorded video 290 in memory 120 of device 110/210 to 
record digital puppet 218 and create digital puppet show 295. 
User 170 is able then to playback digital puppet show 295 
from the memory 120 of device 110/210 to show friends and 
family the 3-D animation user 170 created. This provides user 
170 with the ability to easily produce 3-D animated puppet 
shows using a single device 110/210. 
0049. From the above description it is manifest that vari 
ous techniques can be used for implementing the concepts 
described in the present application without departing from 
the scope of those concepts. Moreover, while the concepts 
have been described with specific reference to certain imple 
mentations, a person of ordinary skill in the art would recog 
nize that changes can be made in form and detail without 
departing from the scope of those concepts. As such, the 
described implementations are to be considered in all respects 
as illustrative and not restrictive. It should also be understood 
that the present application is not limited to the particular 
implementations described above, but many rearrangements, 
modifications, and Substitutions are possible without depart 
ing from the scope of the present disclosure. 
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What is claimed is: 
1. A system for animating a digital puppet, the system 

comprising: 
a display; 
a camera; and 
a processor configured to: 

present the digital puppet to a user on the display; 
receive motion data corresponding to a gesture, using 

the camera, from the user; 
translate the motion data into digital data using a motion 

tracking algorithm; and 
animate the digital puppet, on the display, using the 

digital data. 
2. The system of claim 1, wherein before presenting the 

digital puppet to the user, the processor is further configured 
tO: 

present a plurality of digital puppets to the user on the 
display; and 

receive a user input for selecting the digital puppet from the 
plurality of digital puppets. 

3. The system of claim 1, further comprising a microphone 
and a speaker, and wherein the processor is further configured 
tO: 

receive audio data from the user using the microphone; and 
play the audio data using the speaker while animating the 

digital puppet on the display. 
4. The system of claim 3, wherein the processor is further 

configured to: 
translate the audio data into Voice commands using Voice 

recognition; and 
animate the digital puppet using the Voice commands. 
5. The system of claim 1, wherein the gesture from the user 

is a hand gesture. 
6. The system of claim 5, wherein a physical accessory 

corresponding to the digital puppet is used by the user for the 
hand gesture. 

7. The system of claim 5, wherein a movement of fingers 
and a thumb of the hand gesture animates a mouth of the 
digital puppet. 

8. The system of claim 1, wherein the digital data include at 
least one of (X,Y,Z) movement data, rotational data, and 
mouth control data. 

9. The system of claim 1 further comprising a memory, 
wherein the motion tracking algorithm is stored in the 
memory. 

10. The system of claim 1 further comprising a memory, 
wherein the processor is further configured to record the 
animation of the digital puppet in the memory to create a 
digital puppet show. 

11. A method for animating a digital puppet on a device 
including a processor, the method comprising: 

presenting the digital puppet to a user on a display; 
receiving motion data corresponding to a gesture, using a 

camera, from the user, 
translating the motion data into digital data using a motion 

tracking algorithm; and 
animating the digital puppet, on the display, using the 

digital data. 
12. The method of claim 11, wherein before presenting the 

digital puppet to the user, the method further comprises: 
presenting a plurality of digital puppets to the user on the 

display; and 
receiving a user input for selecting the digital puppet from 

the plurality of digital puppets. 
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13. The method of claim 11, further comprising: 
receiving audio data from the user using a microphone; and 
playing the audio data using a speaker while animating the 

digital puppet on the display. 
14. The method of claim 3, further comprising: 
translating the audio data into Voice commands using Voice 

recognition; and 
animating the digital puppet using the Voice commands. 
15. The method of claim 11, wherein the gesture from the 

user is a hand gesture. 
16. The method of claim 15, wherein a physical accessory 

corresponding to the digital puppet is used by the user for the 
hand gesture. 

17. The method of claim 15, wherein a movement offingers 
and a thumb of the hand gesture animates a mouth of the 
digital puppet. 

18. The method of claim 11, wherein the digital data 
include at least one of (X,Y,Z) movement data, rotational 
data, and mouth control data. 

19. The method of claim 11, wherein the motion tracking 
algorithm is stored in a memory. 

20. The method of claim 11, further comprising: 
recording the animation of the digital puppet in a memory 

to create a digital puppet show. 
k k k k k 
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